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bstract

A novel long lifetime organic membrane-based thin-film Cu(II) microsensor has been elaborated. The advantages of the suggested microsensor
nclude: excellent stability, long lifetime, and reasonable good selectivity. The significant improvements of the lifetime (>4 months) of the organic

embrane-based thin-film microsensors have been realized for the first time using new-type electrodeposition treatment of the solid-state substrate
urface in combination with a new nebulization method for applying the organic membrane coating mixture on the thin-film gold substrate. The
lectrochemical behavior of the thin-film microsensor in terms of ionic sensitivity, limit of detection, the effect of the pH, dynamic response

ime, Nernstian response interval, selectivity coefficients and lifetime has been evaluated. The results are compared to those obtained with the
onventional ion-selective and coated graphite rod macroelectrodes prepared with the same ionophore. The reliability of the suggested thin-film
icrosensor with the low cost of its microfabrication makes it promising for the miniaturized application.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Microfabricated chemical sensor devices are playing a crit-
cally important role for sensing ions in solutions due to the
ossibility of sensor miniaturization as well as multi-sensor con-
guration. Among various types of chemical sensors, thin-film
icrosensors will be most befitted from the rapidly advanc-

ng technology [1,2]. The advantages brought by these new
icrosensors are: reduced size, small sample volume, low fab-

ication cost and miniaturization feasibility. Furthermore, the
ntegration of microsensors can be realized easily for multiana-
yte detection [3–5]. The variety of applications of the thin-film
ensors is extremely diverse, including their uses in detection of
lucose [6] and NOx gases [7] as well as in microfabrication of
hin-film sensor array for gas sensing [8], for simultaneous detec-
ion of some transition metal cations [9], and microelectrode

rray devices to biological applications [10,11]. Recently, micro-
abrication, application and miniaturization of chalcogenide
lasses-based thin-film sensors have been reported, since minia-

∗ Tel.: +20 27570276; fax: +20 24620806.
E-mail address: aridaha@hotmail.com.
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Substrate surface treatment; Organic membrane nebulization

urization can be regards as critically important aspect [12–16].
ith regards to chalcogenide glasses and based on their long-

erm stability, these materials have been used for the first time
n microfabrication of thin-film sensor array for potentiometric
etection of some heavy metal cations using pulsed laser depo-
ition techniques [12]. Nevertheless, the chalcogenide glasses-
ased thin-film sensors and related multisensor array, electronic
ongue and electronic nose are suffer from a lack of selectiv-
ty due to the well-known cross-sensitivity of the chalcogenide
lasses materials [17]. Moreover, the potentiometric response
f these sensors may become very complicated in complex
edia of the environmental and the technological process con-

rol samples [18]. The attempts to solve the selectivity problem
f these microsensors have also been demonstrated [17,19,20].
or example, methods of statistical pattern recognition, artificial
eural network, chemometrics and machine learning have been
eviewed [21]. However, the topology of such network continu-
usly changes over time due to a variety of reasons [22].

Our previous paper, demonstrates the realization of thin-

lm sensor with enhanced selectivity using organic PVC-based
embrane for the first time as a sensitive layer in a novel

oncept to solve the selectivity problem of such microsen-
ors [23]. Although, the response characteristics of the sug-
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ested organic membrane-based thin-film microsensors agree
ith those obtained by the conventional selective membranes

nd coated graphite rod-based macroelectrodes, the lifetime of
he thin-film microsensors is relatively short (one working day).
his is due to the low adhesion of PVC-based organic membrane

o the solid substrate surface, which leads to a short lifetime of the
abricated microsensor due to the peeling off of the organic mem-
rane sensitive layer from the substrate surface [24]. On the other
and, different organic membrane-based macroelectrodes with
nhanced response characteristics have been recently, reported
25–27].

In this work, the stability and consequently the lifetime of
he organic membrane-based thin-film microsensor are dramat-
cally enhanced (from 1 day to more than 4 months). In addition
o the miniaturization feasibility and selectivity features of the
uggested microsensor, this advantage has been realized by sig-
ificant improvements of the adhesive properties of the organic
embrane sensitive layer on to the thin-film solid-state surface.
his was achieved using to new approaches, including precip-

tating a thin-film of Ag deposits electrochemically on gold
olid-state substrate surface in combination with nebulizing the
rganic membrane coating mixture on the treated substrate sur-
ace in a novel concept.

. Experimental

.1. Reagents and materials

All salts and the membrane components (analytical-reagent
rade), namely, high molecular weight poly (vinyl chlo-
ide) (PVC), dioctylphthalate plasticizer, tetrahydrofurane
THF) were purchased from Fluka (Buch, Switzerland). m-
henylenediamine (m-phen), sodium tetraphenyl borate and
upric nitrate were obtained from Merk Chemical Co., and sal-
cylaldehyde was from BDH. Standard solutions were prepared
ith bi-distilled deionized water.

.2. Procedure for the thin-film substrate surface treatment

As metal contact solid-state substrates, gold and platinum
hin-films prepared as described in our previous work [23] have
een used. The surfaces of these substrates were treated elec-
rochemically to enhance their adhesion to the organic mem-
rane sensitive layer. This treatment was realized by deposits
hin-films of Ag precipitate on the substrates surfaces from
0−3 mol l−1 AgNO3 solution for 1 h using laboratory made
mall electrodeposition cell. In this cell, the solid-state thin-film
ubstrates were parallel connecting as a cathode in conjunction
ith a metal anode. Prior to the ion-sensitive organic membrane

ayer deposition, the treated thin-film substrates were allowed
o cure at room temperature for 24 h.

.3. Fabrication of organic membrane thin-film Cu(II)

icrosensor

N-N′-Bis(salicylidene)-m-phenylenediamine Schiff base
igand was synthesized by condensing 50 ml of m-phenylene-

w
s

s
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iamine (purified by crystallization from benzene in presence
f activated charcoal) with 50 ml salicylaldehyde in ethanol
ratio 1:2). The mixture was refluxed for 2 h over a water-bath
nd then allowed to cool at room temperature. The product
ltered off and crystallized from pure ethanol as shining orange
lates were obtained.

The ion-sensitive ionophore copper complex was prepared by
eacting 0.315 g of Cu(CH3COO)2·6H2O in 50 ml CHCl3 with
.5 g of N-N′-bis(salicylidene)-m-phenylenediamine Schiff base
igand in 50 ml CHCl3. The mixture was refluxed with constant
tirring for 3 h on a water-bath and then concentrated to a small
olume and allowed to cool where an olive green precipitate
as separated. The solid filtered off, washed several times with
HCl3 and dried in vacuo at room temperature.

The sensor cocktail mixture of the following components
weight, mg): ionophore (10), DOP (350), NaTPB (20), PVC
190) was mixed and dissolved homogeneously in THF. A small
liquot of the cocktail coating mixture was evenly nebulized
ver the treated thin-film substrate surface using small manual
ebulizing system. After evaporation of the solvent the nebu-
ization step was repeated until a uniform film membrane has
een obtained. The sensor was allowed drying for 24 h and was
oaked in 10−3 mol l−1 solution of cupric nitrate for 1 h before
alibration.

The cocktail coating mixture was also used in preparation
f conventional membrane and coated graphite rod-based elec-
rodes as described in our previous work [23].

.4. Evaluating potentiometric response and lifetime

The potentiometric behavior of the new thin-film-based
u(II) microsensor as well as of the conventional membrane
nd the coated graphite rod-based Cu(II) macroelectrodes were
individually – electrochemically evaluated for comparison.

he potential changes of the sensors were measured against an
g/AgCl reference electrode using Hanna (model 8417) pH/mV
eter. At least two sensors of each type have been used and not

ess than four repeated calibration have been done. All measure-
ents were taken at ambient room temperature (25 ± 5) ◦C. Dur-

ng the measurements, the sample was stirred using a magnetic
tirrer. The lifetimes of the investigated Cu(II) microsensors
ere measured from the response potential to the varying cupric
itrate concentration 3 days a week for more than 4 months.

. Results and discussion

Typical sensor characteristics like sensitivity, response time,
etection limit, selectivity and long-term stability of the
hin-film Cu(II) microsensors and bulk macroelectrodes pre-
ented here were investigated with N-N′-bis(salicylidene)-m-
henylenediamine copper complex. This Schiff base complex
as used as a new electroactive material sensitive and selective

o copper cations based on its high stability constant compared

ith those of other metal Schiff base complexes prepared by the

ame ligand as described elsewhere [28].
As already discussed in our previous work [23], the

electivity of the thin-film microelectrodes was enhanced by
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3.2. Response time and stability

In this study, the dynamic response time was recorded by
changing the primary ion concentration in the test solution over
ig. 1. Typical SEM micrograph of the surface of the thin-film Cu(II) microsen
c) nebulized organic membrane on platinum substrate; (d) nebulized organic m

ealizing organic membrane-based thin-film microsensors.
evertheless, the lifetime of such sensor is relatively short.
ew substrate surface treatment in combination with new
ebulization method for applying the organic membrane sen-
itive layer have been tested here for the first time to solve this
roblem.

Fig. 1, presents a typical scanning electron microscope
SEM) micrograph of the solid-state substrate surface (Au and
t) before treatment, after electrochemical treatment and after
ebulizing the organic membrane sensitive layer. For the two
hin-film substrates investigated (Au and Pt), SEM micrograph
efore and after treatment are quite different. In addition, the
urface of the Ag deposits as well as the surface of the organic
embrane are textured and have nearly homogeneous distribu-

ion on the two tested substrates.

.1. Microsensors characteristics

Fig. 2 demonstrates a typical calibration curve of the sug-
ested thin-film Cu(II) microsensors using gold and plat-
num substrates. For comparison, the potentiometric calibration
esponse of both conventional and coated graphite rod-based
acroelectrodes have also, been presented. It can be seen that,

he potentiometric responses of the two thin-film microsensors
nd the tested macroelectrodes are nearly comparable. The prop-

rties of the sensors may be characterized by the following
arameter: sensitivity 27–31.5 mV per concentration decade,
ifetime 3–4 months, response time <30 s and detection limit of
× 10−7 to 5 × 10−6 mol l−1 (Table 1). For simplicity, the gold

F
m

) gold substrate before treatment; (b) electrochemically treated gold substrate;
ane on gold substrate.

hin-film-based microsensor of the best sensitivity (31.5 ± 0.5)
as been selected for the rest of measurements.
ig. 2. Potentiometric calibration response of organic membrane-based Cu(II)
icrosensors.
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Table 1
Potentiometric response characteristics of the organic membrane-based Cu(II) thin-film microsensors

Sensor parameter Conventional membrane Coated graphite rod Pt thin-film microsensor Au thin-film microsensor

Slope (mV/decade) 29.0 ± 0.5 28.5 ± 0.5 27.0 ± 0.5 31.5 ± 0.5
Linear range (mol l−1) 1 × 10−5 to 1 × 10−1 1 × 10−6 to 1 × 10−1 1 × 10−6 to 1 × 10−2 1 × 10−5 to 1 × 10−1

Lower limit of linear range (mol l−1) 1 × 10−5 1 × 10−6 1 × 10−6 1 × 10−5

Lower limit of detection (mol l−1) 6 × 10−6 8 × 10−7 7 × 10−7 5 × 10−6

R 0 <30 <30
L >4 >4
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esponse time (s) <30 <3
ifetime (months) 3 3

concentration range 1 × 10−5 to 1 × 10−1 mol l−1. The actual
otential versus time tracer is presented in Fig. 3. As can be seen,
he microsensor provides fast response time (30 s) to reach 95%
f its final steady state potential in whole concentration range.

The second important factor is the long-term stability has
nvestigated for more than 4 months. The organic membrane-
ased thin-film microsensors offer long lifetime (>4 months).
he dramatic enhancement in the stability and consequently in

he lifetime is attributed to the excellent adhesion properties
f the organic membrane sensitive layer on the electrochem-
cally treated substrate surface. Moreover, the nebulization of
he organic membrane coating mixture reduced the leachibility
f the electroactive material and hence improved the lifetime of
he nebulizing microsensors rather than those of the conventional

embrane and the coated graphite rod-based macroelectrodes.

.3. Effect of pH

The influence of pH of the test solutions (1 × 10−3 and
× 10−4 mol l−1 Cu2+) on the thin-film microsensor response
as tested in the pH range 1–6. The pH of the test solution was

hanged by adding very small aliquots of HNO3 0.1 mol l−1. The
esults presented in Fig. 4 showed that, the suggested thin-film

icrosensor showed a negligible response to hydrogen ion over
pH range 1.5–3.5. The subsequent measurements, therefore,
ere performed in this range using the same acid solution.

ig. 3. Potentiometric dynamic response of Au thin-film-based Cu(II) microsen-
or.
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ig. 4. Influence of the pH of the test solution on the response of the thin-film
u(II) microsensor at different concentration.

.4. Potentiometric selectivity

Our goal in the preparation of the new-type organic
embrane-based microsensors is the enhancement of the selec-

ivity characteristics of the solid-state thin-film microsensors.
herefore, in order to evaluate the influence of interfering ions
n the response of the suggested new microsensor, the selectiv-
ty coefficient was investigated by the separate solution method
ith a fixed concentration (1 × 10−3 mol l−1) of the primary
nd the interfering ions. The resulting values of the selectiv-
ty coefficients are summarized in Table 2. As can be seen,
he suggested thin-film microsensor showed a reasonable good
electivity towards the tested divalent cations which attributed

able 2
electivity coefficients values (Kpot.

Cu+,B) of the of organic membrane-based
u(II) thin-film microsensors towards some tested cations

nterferent species, B K
pot.
Cu+ ,B

u2+ 1
o2+ 1.36 × 10−3

i2+ 2.15 × 10−3

n2+ 1.71 × 10−3

d2+ 2.59 × 10−2

a2+ 2.77 × 10−3

n2+ 1.32 × 10−2

g2+ 3.60 × 10−3

+ 8.64 × 10−1

H4
+ 7.35 × 10−1
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Table 3
Potentiometric recovery studies on the thin-film microsensor

Sample AAS Thin-film microelectrode Recovery (%)

S1 4.0 × 10−1 3.5 × 10−1 87.5
S2 3.0 × 10−1 2.8 × 10−1 93.3
S −1 −1
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[26] A.K. Jain, V.K. Gupta, L.P. Singh, J.R. Raisoni, Talanta 66 (5) (2005) 1353.
3 4.8 × 10 4.4 × 10 91.6

4 4.7 × 10−1 4.0 × 10−1 85.1

verage recovery: 89.3 (S1, S2; soft layer pool and S3, S4; hard layer pool).

o the high stability constant of the N-N′-bis(salicylidene)-
-phenylenediamine Schiff base copper complex ionophore

ompared with those obtained with the N-N′-bis(salicylidene)-
-phenylenediamine Schiff base complexes of other divalent

ations [28].

.5. Microsensor application

The thin-film microsensor prepared by the new approaches
as been successfully used in the direct potentiometric determi-
ation of Cu(II) in real samples. Different real samples from
ifferent electroplating pools of the “Technical Company of
he Rotogravure Cylinders, 10th of Ramadan City” was diluted
nd used for this purpose. For comparison, these samples were
lso determined by atomic absorption spectroscopy. The results
btained (Table 3) show a good agreement with those obtained
y the independent standard technique.

. Conclusions

A new selective and sensitive organic membrane-based thin-
lm Cu(II) microsensor has been successfully realized. For its
abrication, electrochemically substrate surface treatment has
een developed in combination with a new nebulization method
or applying organic membrane sensitive layer. The microsensor
ased on these new approaches reveals a linear response with
Nernstian slope of 31.5 mV per decade within the concen-

ration range of 1 × 10−5 to 1 × 10−1 mol l−1 Cu2+ ions. The
icrosensor showed excellent stability and long-term lifetime

>4 months), fast response time (<30 s) and good reasonable

electivity over some tested cations. Realization of the promis-
ng long-term stable and selective organic membrane-based
hin-film microsensor should facilitate the miniaturization and
ntegration of multisensor configuration.
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bstract

A flow cell has been designed for use with an electrochemical enzyme biosensor, based on low-cost carbon-film electrodes. Three types of
ediators were used: cobalt and copper hexacyanoferrates and poly(neutral red) (PNR), covered with glucose oxidase (GOx) immobilised by

ross-linking with glutaraldehyde in the presence of bovine serum albumin or inside a oxysilane sol–gel network. Mixtures of sol–gel precursors
ere made from 3-aminopropyl-triethoxysilane (APTOS) together with methyltrimethoxysilane (MTMOS), methyltriethoxysilane (MTEOS),

etraethyloxysilane (TEOS) or 3-glycidoxypropyl-trimethoxysilane (GOPMOS), and the best chosen for encapsulation. Optimisation in batch

ode, using amperometric detection at fixed potential, showed the PNR-GOx modified carbon-film electrodes to be best for flow analysis for both

lutaraldehyde and sol–gel enzyme immobilisation. Both types of enzyme electrode were tested under flow conditions and the reproducibility and
tability of the biosensors were evaluated. The biosensors were used for fermentation monitoring of glucose in grape must and interference studies
ere also performed.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Biosensors have found extensive application in different
elds such as medicine, food quality and safety control and envi-
onment pollution monitoring. The selectivity of the biosensor
or the target analyte is mainly determined by the biorecogni-
ion element, while the selectivity of the biosensor is greatly
nfluenced by the transducer [1]. Very often the biorecognition
lements are enzymes [2] and a good functioning of an elec-
rochemical enzyme biosensor requires a redox mediator, which
huttles electrons between the recognition element and the trans-
ucer and reduces interferences since lower applied potentials
an be employed.

More than 90% of commercially available enzyme based

iosensors and analytical kits contain oxidase enzymes, and the
ydrogen peroxide produced is monitored. When metal hex-
cyanoferrates, such as copper hexacyanoferrate (CuHCF) or

∗ Corresponding author. Tel.: +351 239 835295; fax: +351 239 835295.
E-mail address: brett@ci.uc.pt (C.M.A. Brett).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.08.032
ol–gel; Glucose determination; Grape must

obalt hexacyanoferrate (CoHCF), are deposited onto the elec-
rode, they can react electrocatalytically with hydrogen peroxide
3]. Since the electrocatalytic process proceeds at a low applied
otential (∼0 V versus SCE), it is possible to eliminate many
f the reactions of interfering species. Such redox mediator-
odified electrodes are, therefore, currently being investigated

o develop sensors with a suitable catalytic surface for the
mperometric detection of hydrogen peroxide, at low potentials,
roduced by an oxidase [4], such as on carbon-film electrode
ubstrates [5].

The phenazine neutral red (NR) was found to be a conve-
ient artificial enzyme substrate and as a redox mediator for
lectrochemical investigations of biological redox systems [6].
t has a much lower redox potential than analogous phenoth-
azine and phenoxazines, due to the second heteroatom which
s nitrogen instead of a divalent oxygen or sulphur [6] and has
formal potential at pH 7 of −0.325 V versus SHE. The chem-
cal structure of NR, with an amino functionality located on
he heteroaromatic phenazine ring, makes it amenable to elec-
ropolymerisation. The monomer can be polymerised from neu-
ral aqueous solutions producing stable redox-active layers [7].
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Immobilisation of enzyme may lead to changes in enzyme
tructure, stability and specificity, differing from that of the
nzyme in homogeneous solution. Therefore, great interest is
evoted to find an immobilisation matrix, which can retain its
pecific biological function. Glutaraldehyde has usually been
sed as a protein cross-linking agent in biosensor fabrication
sing carbon-film electrodes [8–13]. Biosensors for glucose
etermination have been reported using ferrocene [9], CoHCF
10], methyl viologen [11] and PNR [12] as redox mediators,
nd multienzyme sensors have been used for analysis of var-
ous foodstuffs [13]. It is a bifunctional cross-linking agent
hich reacts with lysine residues on the exterior of the proteins.
ddition of bovine serum albumin accelerates the cross-linking
rocess, because of the 35–40 lysine groups present in its struc-
ure.

An alternative immobilisation strategy is provided by sol–gel
etworks. In recent years sol–gel chemistry has paved a versatile
ath for the immobilisation of biomolecules with a good stability
nd good activity retention. Enzymes such as horseradish per-
xidase (HRP), glucose oxidase (GOx) and acetylcholinesterase
AChE) have been successfully immobilised into oxysilane
ol–gel matrices and employed in sensing applications, e.g.
14–17]. The sol–gel reactions proceed by hydrolysis of an
lkoxide precursor under acid or basic conditions and conden-
ation of the hydroxylated monomers to form a porous siloxane
olymer gel [18,19]. Enzyme encapsulation in sol–gel rather
han in other matrices can improve some properties such as
perational stability and activity compared to cross-linking with
lutaraldehyde, and a longer linear range [14,20–22]. Sol–gel
iosensors using PNR and CuHCF as mediators were char-
cterized by cyclic voltammetry, electrochemical impedance
pectroscopy and atomic force microscopy [15].

The objective of this work was to develop an electrochemical
nzyme biosensor, based on low-cost carbon-film resistor elec-
rodes [23–25], for use in flow analysis. The redox mediators
obalt and copper hexacyanoferrates and poly(neutral red) were
ested together with enzyme immobilisation by cross-linking
ith glutaraldehyde in the presence of bovine serum albumin
r by a novel sol–gel GOx encapsulated biosensor with PNR
ediator using a combination of oxysilane sol–gel precursors.
fter optimisation in batch experiments, the best electrodes with
NR mediator were tested in a specially designed flow cell and
sed to analyse samples of wines. Reproducibility, stability and
torage were also evaluated.

. Experimental

.1. Reagents

Glucose oxidase (GOx, EC 1.1.3.4, from Aspergillus niger,
4 units/mg) and phenol were obtained from Fluka, Switzerland,
-d(+)-glucose, glutaraldehyde (GA) 25% (v/v), bovine serum
lbumin (BSA), were from Sigma, Germany, d(+) fructose, l(−)

scorbic acid from Sigma Chemical Co., St. Louis, USA, citric
cid, potassium hexacyanoferrate(III) and copper(II) chloride
ihydrate were purchased from Merck, Germany. Nafion 5%
v/v) in ethanol and neutral red (65% dye content) were from

E
g
b
u

71 (2007) 1893–1900

igma–Aldrich, Germany and tartaric acid from PAHI, Lisbon,
ortugal.

For sol–gel enzyme encapsulation, five different oxysi-
anes were tested in mixtures: 3-aminopropyl-triethoxysilane
APTOS) and tetraethyloxysilane (TEOS) from Fluka, Switzer-
and, and 3-glycidoxypropyl-trimethoxysilane (GOPMOS),
ethyltriethyloxysilane (MTEOS) and methyltrimethyloxysi-

ane (MTMOS), all from Aldrich, Germany.
For electrochemical experiments, the supporting electrolyte

as sodium phosphate buffer saline (NaPBS) (0.1 M phos-
hate buffer + 0.05 M NaCl, pH 7.0), prepared from sodium di-
ydrogenphosphate, di-sodium hydrogenphosphate and sodium
hloride (Riedel-de Haën). Polymerisation of neutral red was
arried out in an electrolyte composed of 0.025 M potassium
hosphate buffer solution and 0.1 M KNO3 (pH 6).

A stock solution of 1.0 M glucose was prepared in supporting
lectrolyte at least 1 day before use, to permit equilibration of �
nd � anomers of d-glucose; it was kept in the refrigerator and
sed within 1 week.

Millipore Milli-Q nanopure water (resistivity > 18 M� cm)
as used for preparation of all solutions. Experiments were per-

ormed at room temperature (25 ± 1 ◦C).

.2. Apparatus

For batch experiments, a three-electrode electrochemical cell
f volume 10 cm3 was used, containing the enzyme modified
arbon-film resistor as working electrode, a platinum foil counter
lectrode and a saturated calomel electrode (SCE) as reference.

A flow cell was specially designed to accommodate the cylin-
rical carbon-film resistor electrode-based biosensor as working
lectrode, with a miniature Ag/AgCl (3 M KCl) electrode as ref-
rence upstream and a stainless steel tube downstream in the cell
xit as counter electrode. After flow rate optimisation in order
o achieve the best compromise between sensitivity and con-
umption of carrier electrolyte, under the optimised conditions
constant flow rate of 13.9 �l s−1 was employed, using a peri-

taltic pump (Pharmacia, Fine Chemicals, Model P-3) connected
o a 1-m length of 1 mm internal diameter Teflon tubing to damp
ow oscillations.

All electrochemical measurements were performed using a
omputer-controlled �-Autolab Type II potentiostat-galvanostat
unning with GPES (General Purpose Electrochemical System)
or Windows Version 4.9, software (EcoChemie, Utrecht, The
etherlands).
The pH-measurements were carried out with a CRISON 2001

icro pH-meter at room temperature.
HPLC measurements for glucose in grape must were per-

ormed using a K-120 pump with an Aminex HPX-87H
369 mm × 7.8 mm) column containing a sulphonated divinyl
enzene-styrene copolymer as support, with detection by dif-
erential refractometer (Knauer, Germany). The column was
perated at 36 ◦C and eluted with 5 mM sulphuric acid (Carlo

rba, Italy) at flow rate 0.6 ml min−1. Peak areas were inte-
rated with Knauer Eurochrome 2000 software and interface
ox. For sample analysis the external standard method was
sed. Before analysis, samples were filtered through Chromafil®
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embrane filters (Macherey-Nagel, Germany) with 0.2 �m pore
ize. A constant volume of 20 �l sample or standard solution was
njected via a 20 �l sample loop using an injection valve from
iBest, CA, USA.

.3. Electrode and mediator film preparation

Electrodes were made from carbon-film electrical resis-
ors (2� resistance) of length 6 mm and diameter 1.5 mm,
s described elsewhere [23]. The exposed geometric area was
0.20 cm2. Before use, the electrodes were electrochemically

re-treated by cycling the potential between 0.0 and +1.0 V ver-
us Ag/AgCl in order to decrease the background currents and to
ncrease the potential window. In the case of hexacyanoferrate
eposition, the electrolyte was 0.05 M KCl and in the case of
NR deposition, 0.025 M potassium phosphate buffer solution,
H 5.5 was used.

Films of cobalt(II)-hexacyanoferrate (CoHCF) were electro-
hemically deposited. This was accomplished by cycling the
otential 15 times between 0.0 and 0.9 V versus SCE at a scan
ate of 50 mV s−1, in a freshly prepared solution containing:
.5 mM CoCl2·6H2O, 0.25 mM K3Fe(CN)6, 0.05 M NaCl at pH
.0 (pH adjusted with HCl). Subsequently, the CoHCF film elec-
rodes were stabilised for 1 h in 0.05 M NaCl, pH 3.0. They were
hen left to dry at room temperature [5,10].

Copper(II)-hexacyanoferrate (CuHCF) was deposited in
hree different ways: by potential cycling between 0.25 and
0.9 V versus SCE for 25 cycles at scan rate 50 mV s−1,
y galvanostatic deposition applying a constant current
100 �A cm−2) for 300 s and by direct adsorption, immersing
he carbon-film electrode substrate in the deposition solution.
olutions contained 10 mM CuCl2·2H2O, 10 mM K3Fe(CN)6
nd 100 mM KCl for all three types of deposition. The solutions
ere freshly prepared before used and adjusted to pH 3.0 with
Cl [5]. After film formation, the electrodes were dried in a hot-

ir stream (3–4 min) and left for 24 h in air, at room temperature,
o stabilise.

Unfortunately, the structure of the CuHCF mediator film did
ot lead to good adhesion between the mediator and the enzyme
ayer. It is also believed that copper ions interact with enzyme

olecules leading to a decrease of its biological activity. To
void this problem, a different strategy was adopted in which
ediator powder was added to the enzyme solution and placed

n the top of the carbon-film electrode substrate (see below).
The preparation of poly(neutral red) films was carried out

y cyclic voltammetry from a solution containing 1 mM neu-
ral red in 0.025 M KPB + 0.1 M KNO3, pH 6.0. The potential
as cycled from −1.0 to 1.0 V versus Ag/AgCl at a scan rate
0 mV s−1 for 15 cycles [12].

Glucose oxidase was immobilised using two methods. In the
rst, glutaraldehyde (GA) cross-linking, a volume of 35 �l of
n enzyme mixture contain 25 �l enzyme solution (100 mg glu-
ose + 40 mg BSA per ml 0.1 M NaPBS, pH 7) and 10 �l GA

2.5%, v/v diluted in water) was prepared. Of this mixture, 10 �l
as dropped onto the electrode surface and left to dry at room

emperature during 1 h [10]. To prepare the CuHCF/GOx modi-
ed biosensors the enzyme mixture contained: 10% (w) CuHCF

t
i
a
s

ig. 1. Cross-section of flow-through cell, diameter 5 cm, height 2.5 cm; flow
hannel 1.5 mm diameter. RE, Ag/AgCl reference electrode; WE, carbon-film
orking electrode; CE, counter electrode.

owder, 25 �l enzyme solution and 9 �l GA 2.5%; the enzyme
olution was the same as for the preparation of PNR/GOx and
oHCF/GOx biosensors.

For the second method, sol–gel enzyme encapsulation,
ol–gel solutions were prepared using mixtures of APTOS
nd one other sol–gel precursor in NaPBS solution, pH 7.0.
wo sol–gel mixture were found to be most appropriate for
nzyme encapsulation, which contained APTOS:GOPMOS and
PTOS:MTMOS, both in the ratio 1:3. About 15 �l of sol–gel

olution was mixed with 15 �l of enzyme solution (100 mg glu-
ose + 40 mg BSA per ml of 0.1 M NaPBS, pH 7) and 5 �l of
lycerol to improve homogeneity.

The enzyme layer of all biosensors prepared was coated with
�l of Nafion (5% solution) to improve the physical robustness
f the sensor and to act as a barrier against interferences.

. Results and discussion

The principal objective of this work is to develop an efficient
nd reproducible analytical flow cell method for continuous
onitoring, so that it is particularly important that the biosensor

ssembly be robust and the enzyme activity remain unchanged
ver time. For this reason, a comparison between the three medi-
tors and the two enzyme immobilisation techniques was carried
ut in batch mode before application in the flow cell and testing
ith natural samples.

.1. Flow cell

The specially designed cylindrical flow cell was constructed
rom Perspex and is shown in Fig. 1 in cross-section. Samples
re introduced 10 cm before the cell inlet. The working electrode
s centred in the cell and located between the upstream reference
lectrode and the downstream counter electrode; the inlet tubing
s of 1 mm internal diameter and the flow channel is 1.5 mm in
iameter. Various flow rates were tested by amperometry using

he assembled biosensors (see below). The results of these stud-
es were that the best compromise between biosensor sensitivity
nd carrier solution consumption was the pump setting corre-
ponding to 13.9 �l s−1. At a lower flow rate of 6.9 �l s−1 the
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ensitivity decreased by 37%. A higher flow rate increases the
ass transfer of analyte to the electrode surface so an increase

n response current should be obtained, but above 13.9 �l s−1,
o significant increase in sensitivity was observed, presumably
ue to kinetic limitations.

.2. Mediator deposition

The modification of carbon-film electrodes with hexacyano-
errates has previously been described in detail [5]. Optimised
eposition of CoHCF by potential cycling between 0.0 and 0.9
versus SCE, as in Ref. [10], is shown in Fig. 2a. The modified

lectrodes were kept in 0.05 M NaCl supporting electrolyte, in

his way yielding a stable CV response. As described in Section
, electrodes modified by CuHCF films were found not to be as
table as CoHCF when covered with the sol–gel enzyme layer.

ig. 2. Cyclic voltammograms showing growth of mediator films on carbon-
lm electrodes by potential cycling. (a) CoHCF from a solution contain-

ng 0.5 mM CoCl2·6H2O, 0.25 mM K3Fe(CN)6, 0.05 M NaCl at pH 3; scan
ate = 50 mV s−1; 30 cycles; (b) poly(neutral red) from a solution containing
mM neutral red, 0.025 M potassium phosphate buffer pH 6.0, 0.1 KNO3; ini-

ial scan in positive direction from 0 V; scan rate 50 mV s−1; 15 cycles.
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Preparation of PNR films was done as in Ref. [12] by poten-
ial cycling from −1.0 to 1.0 V versus SCE for 15 cycles, see
ig. 2b. The 0.1 M KNO3 electrolyte was chosen because of

he observed catalytic effect of NO3
− anions on neutral red

olymerisation. After initial formation of a radical cation, the
lectropolymerisation is fast in the first 10 cycles after which
he current increased less. The peak system B1, A1 corresponds
o the reduction and reoxidation of the polymer, in the presence
f aqueous medium or hydrogen ions, respectively [26–30], in
he same potential range as for reduction and oxidation of the
eutral red monomer.

.3. Evaluation of glucose biosensors in batch mode

.3.1. Immobilisation of GOx by cross-linking with GA
The biosensors with a film of one of the three different medi-

tors covered by GOx immobilised by cross-linking with GA
ere tested in a batch cell in order to compare their properties.
he applied potential was 0.0 V for the CoHCF-GOx biosen-
or, +0.05 V for the CuHCF-GOx biosensor and −0.35 V versus
CE for the PNR-GOx biosensor, optimum values found in pre-
ious work [5,10,15]. After stabilisation of the current baseline,
mperometric measurements were performed, by injection of
lucose into 0.1 M NaPBS solution containing the biosensor,
nder continuous stirring. The results obtained are shown in
able 1.

The PNR-GOx biosensor had the best sensitivity of
20 nA mM−1 compared with 38.5 for CuHCF-GOx and
.6 nA mM−1 for CuHCF-GOx sensors, as well as the lowest
etection limit (46 �M) and a linear range up to 1.2 mM. PNR-
Ox was therefore chosen for use in the flow cell and PNR was

lso chosen as the redox mediator for testing the biosensors with
nzyme encapsulated in a sol–gel matrix.

.3.2. Sol–gel immobilisation of GOx

.3.2.1. Optimisation of sol–gel composition and preparation.
ifferent sol–gel mixtures were tested and analysed, see Table 2,

ll containing APTOS as one of the sol–gel components. Solu-
ions were prepared by first mixing APTOS with 0.1 M NaPBS
H 7.0 and then adding the second sol–gel precursor in different
olume ratios. Initially, the second monomer was added after
ixing APTOS with NaPBS solution, but in all cases precipita-

ion occurred. In order to avoid this problem, prior to adding the
econd monomer, the APTOS-NaPBS solution was neutralized

ith 1:1 HCl. The solutions were then intensively stirred and

onicated during 10–15 min and heated in a hot-air stream at
70 ◦C for different times as necessary.

able 1
nalytical data obtained from glucose calibration curves registered at CoHCF-,
uHCF- and PNR-GOx (GA) biosensors in batch analysis

ediator Sensitivity (nA mM−1) Detection limit (�M) KM (mM)

oHCF 9.6 140 4.2
uHCF 38.5 130 5.0
NR 820 54 6.0
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Table 2
Sol–gel mixture preparation from different precursors

Sol–gel composition (�l) Heating time (min) Gelation time (h) Other observations

APTOS:MTMOS:PBS:HCl 146.6:74.4:580:15 – Prompt Immediately after precursor mixing, a white
precipitate is formed

APTOS:MTMOS:PBS:HCl 55:165:580:3 5 3 APTOS neutralized prior to MTMOS addition;
enzyme goes into solution

APTOS:MTMOS:PBS:HCl 146.6:74.4:580:15 8 15 APTOS neutralized prior to MTMOS addition
APTOS:TEOS:PBS:HCl 146.6:74.4:580:15 – 24 Sol–gel dissolves from the electrode into

solution
APTOS:TEOS:PBS:HCl 55:165:580:3 22 APTOS neutralized prior to TEOS addition;

mixture not homogeneous
APTOS:MTEOS:PBS:HCl 74.4:146.6:580:10 5 Prompt Gelation during heating
APTOS:MTEOS:PBS:HCl 110:110:580:20 15 Prompt Gelation during heating
APTOS:GOPMOS:PBS:HCl 74.4:146.6:580:10 40 24 APTOS neutralized prior to GOPMOS addition
APTOS:GOPMOS:PBS:HCl 110:110:580:20 15 Prompt Gelation during heating
APTOS:GOPMOS:PBS:HCl 55:165:580:20 – 8 APTOS neutralized prior to GOPMOS addition

Table 3
Analytical data obtained from glucose calibration curves at PNR-GOx (sol–gel) biosensors in batch analysis

Sol–gel mixture Sensitivity (�A mM−1) Correlation coefficient (R2) Limit of detection (�M)
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3.4.2. Glucose determination at PNR-GOx biosensors
The two types of biosensor were applied to glucose determi-

nation in the flow cell at the optimised flow rate of 13.9 �l s−1

(see Section 3.1). The carrier electrolyte solution was 0.1 M
PTOS:GOPMOS:PBS:HCl 55:165:580:20 0.70
PTOS:MTMOS:PBS:HCl 55:165:580:3 0.39

It was not possible to find a good method to mix TEOS or
TEOS with APTOS. In the first case, the mixture was not

omogeneous and in the second, prompt gelation occurred after
few minutes of heating, which was necessary to remove as
uch alcohol as possible, since it is prejudicial to the enzyme.
Two mixtures were found to be appropriate for enzyme encap-

ulation, using APTOS:GOPMOS 1:3 and APTOS:MTMOS
:3, as mentioned in Section 2 and following the protocol
escribed in Table 2.

.3.2.2. Comparison of sol–gel precursor mixtures with the
NR-GOx biosensor. Using optimised mixtures of sol–gel pre-
ursors, PNR-GOx (sol–gel) biosensors were constructed and
pplied in batch analysis for glucose determination, performing
mperometric measurements at fixed potential. Analytical data
alculated from the calibration curves are shown in Table 3.

higher sensitivity was achieved with biosensors using the
ixture APTOS:GOPMOS 1:3, also having a lower detection

imit and a longer linear range, up to 1.1 mM. The relative stan-
ard deviation was found to be ∼3.6% (n = 3) in the case of
PTOS:GOPMOS 1:3 and 7.6% (n = 3) for APTOS:MTMOS
:3.

.4. Flow analysis

.4.1. Voltammetric behaviour of PNR-GOx biosensors
Since PNR-GOx biosensors had been identified as the ones

ith the most favourable response characteristics in batch analy-
is, they were evaluated for analysis in the flow cell using enzyme

mmobilisation by cross-linking with glutaraldehyde (BSA) or
y sol–gel entrapment.

Cyclic voltammograms were recorded in the flow cell at these
iosensors in 0.1 M NaPBS pH 7.0 electrolyte using a constant

F
t
r

0.999 20
0.998 73

ow rate of 13.9 �l s−1, without and with the enzyme layer,
ig. 3. As can be seen, deposition of enzyme using the cross-

inking method led to a decrease of the oxidation peak current
y 44%, while in the case of sol–gel enzyme entrapment the
xidation peak current decreased by 74%. Nevertheless, PNR
xhibits the same reversible behaviour after immobilisation of
nzyme using either of the two techniques, with the same peak
eparation of 0.27 V.
ig. 3. Cyclic voltammograms in flow cell at PNR modified carbon-film elec-
rodes and at PNR-GOx biosensors (GA, sol–gel) in 0.1 NaPBS, pH 7.0; scan
ate = 50 mV s−1.
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ig. 4. Calibration curves for glucose at PNR-GOx (GA) biosensor, at −0.35 V
s. Ag/AgCl: 1, initially; 2, after 7 days; 3, after 14 days; 4, after 21 days; 5,
fter 30 days.

aPBS and glucose-containing solution was injected directly
nto the carrier stream.

.4.2.1. PNR-GOx biosensor (GA). Fig. 4 shows calibration
urves registered at the PNR-GOx (GA) biosensor. The biosen-
or response was found to be higher under flow conditions
han in stationary solution, as expected, with a sensitivity of
.34 �A mM−1, an increase of a factor of 5, and a detection
imit of 35 �M.

In order to examine the reproducibility of the biosensor, the
mperometric response to glucose at three PNR-GOx (GA)
odified electrodes was recorded in the same experimen-

al conditions. The biosensors showed a linear range up to
.9 mM and the corresponding detection limit (signal-to-noise
atio = 3) was 36.0 ± 3.2 �M (n = 3). The biosensor sensitivity
as 5.28 ± 0.10 �A mM−1. Thus, the sensors showed a suf-
ciently good, reproducible behaviour to be used for on-line
easurements. Kinetic studies of the immobilised enzyme were

lso carried out. The Michaelis–Menten constant was calcu-
ated from Lineweaver–Burk plots and the value obtained was
.1 ± 0.4 mM (n = 3).

A good biosensor for flow analysis has to be robust and to
how a good long-term stability. In order to check these charac-
eristics, the biosensors were tested during 1 month, see Fig. 5.
fter 1 week the sensitivity decreases by only 13.1%, continuing

o decrease linearly until the end of the month, 30 days, when it
eached a value of 3.32 �A mM−1, corresponding to 62% of the
nitial value. At this point in time, the enzyme layer also showed
vidence of beginning to crack.

.4.2.2. PNR-GOx biosensor (sol–gel). The PNR-GOx biosen-
or with enzyme trapped in sol–gel made from the optimised
recursor ratio of APTOS:GOPMOS 1:3 was used for the deter-

ination of glucose in the flow cell, at −0.35 V versus Ag/AgCl.
s seen in Fig. 5, a lower sensitivity but a longer linear range than

n the PNR-GOx (GA) biosensor was obtained. The sensitivity
as 0.81 ± 0.02 �A mM−1 and the detection limit 62.0 �M. The

t
1
n
i

ig. 5. Calibration curves for glucose at PNR-GOx (sol–gel) biosensor, at
0.35 V vs. Ag/AgCl: 1, initially; 2, after 4 days; 3, after 14 days; 4, after

5 days; 5, after 46 days.

alculated Michaelis–Menten constant from Lineweaver–Burk
lots was 3.2 ± 0.8 mM.

The biosensor was tested during 46 days, 2–3 times per
eek. Some of these calibration curves are plotted in Fig. 5:

he sensitivity decreases with time, reaching 63% of the ini-
ial value after 46 days. This decrease is less than at the GA-
mmobilised enzyme, demonstrating that sol–gel encapsulation
f the enzyme leads to a biosensor that is stable over a longer
eriod. Other work cited in the literature regarding the appli-
ation of a GOx biosensor in flow analysis is not focused on
ong-term stability evaluation of the electrochemical biosensor.

comparison regarding the sensitivity and the detection limit
f the biosensor showed a very good performance of the devel-
ped system [31–35]. The 4000 nA mM−1 cm−2 sensitivity of
he sol–gel biosensor developed here is much higher when com-
ared with other sol–gel biosensors developed for flow analysis
ith a sensitivity of 96 nA mM−1 or 81 nA mM−1 cm−2 [31,34]
r with other biosensor assemblies such as an epoxy-graphite-
TF·TCNQ-GOD biocomposite developed for flow analysis
ith a sensitivity of 23.5 nA mM−1 cm−2 [35].

.5. Interference study in the flow cell

The final aim of this work is to use the flow cell biosen-
ors for monitoring of glucose during fermentation of grape
ust or in wine. A study of interferences from compounds usu-

lly present in wine was therefore performed and the results
btained for the two types of enzyme immobilisation, are pre-
ented in Table 4. Fructose, the main sugar present in wine
esides glucose, decreases the biosensor response by only 4%
or the PNR-GOx biosensor (GA) and 7% for the PNR-GOx
iosensor (sol–gel). From the acids mainly found in wine, only
scorbic acid interferes with glucose, but only slightly decreases

he response to glucose with 20 for the first type of biosensor or
2% for the second one. The interference from phenol does not
eed to be taken into account in glucose measurements, since
ts concentration is small in wine.
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Table 4
Interference of some compounds on the response to glucose at PNR-GOx
biosensors

Compound Relative response (%) 2:1 (molar ratio)
interferent compound:glucose

PNR-GOx (GA) PNR-GOx (sol–gel)

Fructose 96 93
Acetic acid 100 92
Tartaric acid 93 96
Phenol 86 89
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scorbic acid 80 88

.6. Flow analysis of glucose in natural samples

The biosensors based on the PNR polymer-film were applied
o the amperometric determination of glucose at −0.35 V versus
g/AgCl (3 M KCl). The results obtained in grape must samples,

ollected at different fermentation times in a winery are repre-
ented in Fig. 6. The concentrations for glucose were compared
ith those obtained using HPLC.
Wine samples were analysed using the standard addition

ethod and also from calibration curves. The samples were
iluted 250, 500 and 1000 times in 0.1 M NaPBS.

The recovery of the analytical signal for each of the must
amples is 105, 106, 92, 101, 98 and 102%, respectively [36],
nd the maximum loss in biosensor activity after the sample
ssay was 4%.

As can be seen in Fig. 6, the glucose concentration in the grape
ust decreases during the fermentation process, as expected.
he fermentation profile for glucose is very similar using the

wo determination methods. The differences can be explained
aking into account that the preservation conditions of the sam-
les were different, and it was not possible to filter the samples
mmediately after they were removed from the fermentation vat,

o that the yeasts could cause further fermentation after sample
ollection.

ig. 6. Glucose determination in grape must during fermentation with PNR-
Ox (GA) biosensor; comparison with HPLC results.
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. Conclusions

A new flow cell, using electrochemical glucose redox-
ediated enzyme biosensors, based on low-cost carbon-film

esistors, has been designed and evaluated. Of the three types
f mediator film tested – Co(II) hexacyanoferrate, Cu(II) hex-
cyanoferrate and poly(neutral red) – PNR was found to lead
o the best results. Glucose oxidase enzyme was immobilised
y cross-linking with glutaraldehyde or by encapsulation in
sol–gel matrix. Various mixtures of sol–gel precursor were

ested, the best being GOPMOS and APTOS in a proportion
f 3:1. The biosensors were tested in batch analysis and the
tability and reproducibility evaluated. Both biosensors were
ested in flow analysis leading to the conclusion that sol–gel
ncapsulation led to superior sensor characteristics. Biosensors
ith cross-linked enzyme were used for fermentation monitor-

ng of glucose in three different musts and the obtained glucose
alues compared with HPLC values. The results show that the
eveloped biosensors can be successfully applied to glucose
onitoring in wines and during grape fermentation processes.
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bstract

We present the results of our investigations into the use of soluble manganese(IV) as a chemiluminescence reagent, which include a significantly
aster method of preparation and a study on the effect of formaldehyde and orthophosphoric acid concentration on signal intensity. Chemilumi-
escence detection was applied to the determination of 16 analytes, including opiate alkaloids, indoles and analytes of forensic interest, using
ow injection analysis methodology. The soluble manganese(IV) reagent was less selective than either acidic potassium permanganate or tris(2,2′-
ipyridyl)ruthenium(III) and therefore provided a more universal chemiluminescence detection system for HPLC. A broad spectral distribution
ith a maximum at 730 ± 5 nm was observed for the reaction between the soluble manganese(IV) and a range of analytes, as well as the background

mission from the reaction with the formaldehyde enhancer. This spectral distribution matches that reported for chemiluminescence reactions with

cidic potassium permanganate, where a manganese(II) emitting species was elucidated. This provides further evidence that the emission evoked
n reactions with soluble manganese(IV) also emanates from a manganese(II) species, and not bimolecular singlet oxygen as suggested by previous
uthors.

2006 Elsevier B.V. All rights reserved.
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eywords: Soluble manganese(IV); Chemiluminescence spectra; Flow injectio

. Introduction

Since our initial evaluation of soluble manganese(IV) as a
hemiluminescence reagent [1], this chemistry has been applied
o the determination of various inorganic and organic analytes
Table 1) [2–11]. In each of these previous studies, the man-
anese(IV) reagent was prepared by the method of Jáky and
rinyi [12], where solid manganese dioxide was formed from
he reduction of potassium permanganate by sodium formate and
issolved in 3 mol L−1 orthophosphoric acid overnight, follow-
ng ultrasonication. The chemiluminescence evoked in reactions

∗ Corresponding author. Tel.: +61 3 52271409; fax: +61 3 52271040.
E-mail address: barnie@deakin.edu.au (N.W. Barnett).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.08.037
lysis; Formaldehyde enhancement; Monolithic column HPLC

ith the manganese(IV) reagent can be improved by the addition
f formaldehyde [1–11], but investigations into this enhance-
ent, including conditions to provide the greatest signal-to-

oise ratio, have been limited. Lu and co-workers [3,4,6,9,11]
ave suggested that the chemiluminescence from the reaction
etween manganese(IV) and formaldehyde in the presence of
arious analytes emanates from singlet molecular oxygen. How-
ver, this conflicts with our previous evidence for emission from
n excited manganese(II) species [1,13]. In this paper, we present
series of investigations into the use of soluble manganese(IV)
s a chemiluminescence reagent, including the preparation

ethod, the effect of formaldehyde on chemiluminescence

ntensity, the nature of the emitting species, and the applica-
ion of this chemistry to the determination of analytes of interest
n process analysis, clinical diagnostics and forensic science.



1952 A.J. Brown et al. / Talanta 7

Table 1
Detection limits reported for the chemiluminescence reactions of various ana-
lytes with the soluble manganese(IV) reagent

Analyte Detection limit (mol L−1) Reference

Analgin 4.0 × 10−8 [7]
Ascorbic acid 5.0 × 10−8 [2]
Ascorbic acid 2.0 × 10−8 [3]
Cefazolin sodium 4.2 × 10−7 [9]
Cefoperazone sodium 3.0 × 10−7 [9]
Cefradine 2.8 × 10−8 [9]
Ceftriaxone sodium 3.0 × 10−9 [9]
Ciprofloxacin 3.0 × 10−8 [8]
Codeine 5.0 × 10−8 [1]
Indomethacin 1.0 × 10−7 [6]
Iron(II) 5.0 × 10−7 [1]
Manganese(II) 2.5 × 10−7 [1]
Metamizol sodium 2.0 × 10−7 [5]
Morphine 7.5 × 10−8 [1]
Norfloxacin 3.0 × 10−8 [8]
Ofloxacin 5.0 × 10−8 [8]
Sulfadiazine 1.2 × 10−7 [11]
Sulfaguanidine 9.3 × 10−8 [11]
Sulfamethoxazole 7.8 × 10−8 [11]
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amoxifen 1.0 × 10−7 [10]
-Tyrosine 1.0 × 10−6 [4]

. Experimental

.1. Instrumentation

.1.1. Flow injection analysis
A flow injection analysis manifold (Fig. 1a) was used,

here both the soluble manganese(IV) (5 × 10−4 mol L−1) and
ormaldehyde carrier streams were propelled (2.7 mL min−1)
hrough PVC tubing (1.02 mm i.d., ProTech. Group, Queens-
and, Australia) using a peristaltic pump (Gilson Minipuls 3,

ohn Morris Scientific, Melbourne, Australia). All other man-
fold tubing was PTFE (0.8 mm i.d., Chromalytic Technology,

elbourne, Australia). Standard solutions (50 �L) were injected
nto the carrier stream using a six-port injection valve (Valco

ig. 1. (a) Flow injection analysis and (b) stopped-flow analysis manifolds. p,
eristaltic pump; s, syringe pump; v, 6-port injection valve; d, chemilumines-
ence detector.

2

s
(
2
s
t
A
a
d
E
w
(
1
(
fi
w

2

P
s
g

1 (2007) 1951–1957

nstruments, Houston, TX, USA). The two streams were merged
t a T-piece and reacted in a coiled Teflon flow-cell (200 �L,
.8 mm i.d.) mounted flush between a piece of mirrored glass and
he window of an extended range photomultiplier tube (Thorn
MI Model 9828SB, ETP Ltd., Middlesex, UK) operated at
000 V, provided by a stable power supply (Thorn EMI Elec-
ron Tubes Power Supply, PM28BN). The detection system was
ncased in a light-tight housing. The chemiluminescence out-
ut signal from the photomultiplier tube was monitored using a
hart recorder (Type 3066, Yokogawa Hokushin Electric, Tokyo,
apan) and peak heights were measured manually.

.1.2. Chemiluminescence spectra
Chemiluminescence spectra were collected with a Cary

clipse fluorescence spectrophotometer (Varian, Mulgrave, Vic-
oria, Australia) operating in chemiluminescence mode with the
hotomultiplier tube (R928, Hamamatsu, Shizuokaken, Japan)
et to 800 V. The emission slit width, gate time and data inter-
al were 20 nm, 1000 ms and 5 nm, respectively. Ten consecu-
ive scans were averaged to reduce random noise. A two-line
ontinuous flow manifold delivered the manganese(IV) reagent
5 × 10−4 mol L−1) and analyte solutions (5 × 10−5 mol L−1 in
mol L−1 formaldehyde) to an integrated glass Y-piece and
oiled glass flow-cell (1 mm i.d.) positioned against the emission
indow within the light-tight sample compartment of the instru-
ent. The chemiluminescence spectra were corrected using the
ethod described previously [1].

.1.3. UV–vis spectrophotometry
UV–vis spectra for manganese(IV) solutions were recorded

sing a Varian Cary 300 Bio UV–vis spectrophotometer (1 cm
ath length) over a range of 190–800 nm, with 3 mol L−1

rthophosphoric acid in the reference cuvette.

.1.4. Stopped-flow kinetics
Kinetics experiments were performed using a custom-made

topped-flow instrument (Fig. 1b). The manganese(IV) reagent
5 × 10−4 mol L−1) and analyte streams (5 × 10−5 mol L−1,
50 �L) were delivered by a syringe pump (10 mL Terumo
yringes, World Precision Instruments WPI210iw, Australia)
hrough PTFE tubing (0.8 mm i.d., Chromalytic Technology,
ustralia) to a flow-through luminometer with integral T-piece

nd a Teflon flow-cell (100 �L) mounted flush against the win-
ow of the photomultiplier tube (Thorn EMI, Model 9828SB,
TP Ltd., Australia) in a light-tight housing. The syringe pump
as controlled and data was acquired with a desktop computer

Pentium Colorsonic, 120 MHz), data acquisition board (LabPC
200, National Instruments) and software written in LabVIEW®

version 6.0, National Instruments). Intensity versus time pro-
les from five replicate injections were averaged after the data
as smoothed with an FFT filter using Origin software.

.1.5. High performance liquid chromatography

Chromatographic runs were performed using a Hewlett

ackard 1100 LC system that consisted of a quaternary pump,
olvent degasser system and auto sampler (Agilent Technolo-
ies). Sample components were separated with a monolithic
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olumn (ChromolithTM SpeedROD RP-18e, 50 mm × 4.6 mm
.d.). A solvent composition of 10% methanol in an aqueous
olution of trifluoroacetic acid (0.1%, v/v, pH 2) was increased
o 50% methanol over 3 min and held at that concentration for a
urther minute. Aqueous analyte stock solutions were prepared
n 0.1 mol L−1 hydrochloric acid and diluted to the required con-
entration (1 × 10−4 mol L−1). The analyte solutions and mobile
hases were filtered through a 0.45 �m membrane prior to anal-
sis. A flow rate of 2 mL min−1 and an injection volume of 2 �L
ere used for all experiments. The UV–vis absorbance detector
as operated at 280 nm. For chemiluminescence measurements,

he column eluate and formaldehyde carrier were merged at a T-
iece. This stream was then combined with the manganese(IV)
eagent in the flow-through detector constructed for the flow-
njection analysis manifold described above. A peristaltic pump
as used to deliver the formaldehyde solution (1 mol L−1) and
anganese(IV) reagent (5 × 10−4 mol L−1). Data was acquired
ith Hewlett Packard Chemstation software.

.1.6. Dynamic light scattering
A Malvern 4700 apparatus with a 10 mW AR+ ion laser at

88 nm was used to measure dynamic light scattering of the
anganese(IV) solutions at an angle of 90◦ and a temperature

f 25 ◦C. Solutions were diluted in the background electrolyte to
nsure that multiple scattering and particle–particle interactions
ere negligible. The time autocorrelation functions were anal-
sed by an inverse Laplace transform algorithm, CONTIN, to
btain a distribution of relaxation times related to the diffusion
oefficient, D. The particle hydrodynamic radii were interpreted
sing the Stokes–Einstein equation for the given temperature and
olvent viscosity (0.89 Pa s).

.2. Reagent and samples

All solutions were prepared using analytical grade reagents
nd diluted with deionised water (Millipore, MilliQ Water Sys-
em, USA) unless otherwise stated. Atropine sulfate, fenoterol,
-hydroxyindole-3-acetic acid (5-HIAA), 5-hydroxytryptophan
5-HTP), serotonin, 2-thiobarbituric acid, tryptamine and
l-tryptophan were purchased from Sigma–Aldrich (Castle
ill, NSW, Australia). Codeine, heroin, morphine, oripavine,
apaverine, pseudomorphine and thebaine were obtained from
laxoSmithKline (Port Fairy, Victoria, Australia). Formalde-
yde, potassium iodide, potassium permanganate, pyrogal-
ol, soluble starch and sodium thiosulfate were from Ajax
Melbourne, Australia). Orthophosphoric acid (85%, w/v) and
odium formate were obtained from BDH (Poole, UK).

The preparation of the soluble manganese(IV) reagent was
ased on the method of Jáky and Zrinyi [12]. This process
nvolved the reduction of potassium permanganate using excess
odium formate to yield manganese dioxide, which was col-
ected on glass microfibre filter paper (GF/A, Whatman, Eng-

and) by vacuum filtration and rinsed with water. Freshly precipi-
ated, wet manganese dioxide (∼2.4 g) was subsequently placed
n 2 L of orthophosphoric acid (3 mol L−1) and ultrasonicated
or 30 min. The resultant colloid was then heated for approx-
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mately 1 h (80 ◦C) or until the mixture became transparent.
he solubility of commercially available manganese dioxides
f varying particle sizes and activities were also examined, but
hese compounds did not dissolve under the above conditions.
n accordance with the method described in [14], an iodomet-
ic titration was performed to determine the concentration of
anganese(IV) in solution, where excess sodium thiosulfate
as used to titrate the iodine released upon reaction with man-
anese. Stock solutions of manganese(IV) were diluted to the
equired concentration using orthophosphoric acid (3 mol L−1).
he analyte standards were made up in the same formalde-
yde concentration as the carrier solution, unless otherwise
tated.

. Results and discussion

.1. Manganese(IV) solubility and stability

For the preparation of soluble manganese(IV), Jáky and
rinyi [12] noted that 24 h were required to completely dissolve

he manganese dioxide in 3 mol L−1 orthophosphoric acid. In
ur experience, manganese(IV) solutions (0.1–5.0 g L−1) can
ake up to 72 h at room temperature to change from colloidal
o a transparent auburn colour, even with ultrasonication. How-
ver, we found that ultrasonication of the solution for 30 min,
ollowed by heating for 1 h at 80 ◦C, was sufficient for rapid
nd complete dissolution. Within 24 h, precipitation was visi-
le for all solutions above 0.01 mol L−1, presumably owing to
he proliferation of aggregated macromolecular particles. Solu-
ions at 0.01 mol L−1 or less were observed to be temporally
table for several weeks. The most enduring concentration was
.001 mol L−1.

Although the manganese(IV) solutions were visibly trans-
arent, light scattering experiments revealed the presence of
articles. The size of the particles was dependent on the tem-
erature and the time of both dissolution and storage. Twenty-
our hours after preparation, visibly transparent and colloidal
anganese(IV) solutions (prepared with and without heating,

espectively), both contained two particle size groups; one with
n average size between 150 and 200 nm, and the other at approx-
mately 350 nm. Over the period of 1 week at room temperature,
he proportion of the larger particles changed from 60% to 9%
nd from 98% to 5% for the visibly transparent and colloidal
anganese(IV) solutions, respectively. The average particle size

f the two groups also decreased to approximately 93 nm, and
etween 280 and 330 nm during this time. Consequently, the
anganese(IV) reagent behaved as a colloidal solution through-

ut our investigations.
To ascertain the optimal orthophosphoric acid concentration

n which to dissolve the manganese dioxide, a series of con-
entrations (0.1–6.0 mol L−1) were investigated. Solutions con-
aining orthophosphoric acid concentrations below 2 mol L−1

ppeared colloidal, even after heating, and this was therefore

onsidered the approximate minimum concentration required
o achieve dissolution. After several months, a brown precipi-
ate appeared in solutions containing between 2 and 3 mol L−1

rthophosphoric acid. Solutions containing higher orthophos-
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Fig. 3. Chemiluminescence responses for the manganese(IV) reagent
(5 × 10−4 mol L−1) using flow injection analysis with formaldehyde in the car-
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ig. 2. Visible absorption spectrum of solutions of (A) manganese(IV) and (B)
anganese(III) pyrophosphate.

horic acid concentrations gradually changed colour from trans-
arent auburn to pale pink and precipitation was markedly less
pparent. The visible absorption spectrum for the pale pink solu-
ion had a maximum at 505 nm (Fig. 2) and was attributed
o manganese(III) pyrophosphate [12]. Although the compo-
ition of the original manganese(IV) solution is unknown, its
pectrum appears consistent with reports of a soluble colloidal
anganese(IV) species [12,15,16]. Over the period of a week,

he absorbance peak at 196 nm increased, and the shoulder at
pproximately 270 nm decreased, with an isosbestic point at
30 nm. The changes were most apparent during the first day,
nd by the final day the scans were reasonably consistent, reit-
rating the requirement of time for the system to equilibrate.

.2. Reaction conditions

Given the changes observed for manganese(IV) solutions
ithin several months of preparation, the chemiluminescence

esponse over time was investigated using a flow injection analy-
is manifold to combine the manganese(IV) reagent with various
nalytes. The analyte solutions and carrier stream each contained
mol L−1 formaldehyde. Only minor variations were observed

or chemiluminescence responses over the first 14 days, which
ere mainly attributed to fluctuations in room temperature.
owever, after 2 months, the signal was around 80 times less

han that achieved using freshly prepared reagent.
Our investigations suggest that the use of ∼5 × 10−4 mol L−1

anganese(IV) reagent provides optimum chemiluminescence
esponses when reacted with various analytes in the presence of a
ormaldehyde carrier under the specified conditions. Formalde-
yde has been shown to significantly enhance the chemilumi-
escence emission from manganese(IV) and manganese(VII)
eactions [1–12,17,18] and therefore a study was undertaken to
etermine the optimum formaldehyde conditions. Initial exper-
ments involved injecting analyte solutions containing different

oncentrations of formaldehyde into a water carrier stream and
omparing the results with those obtained with ‘blank’ solu-
ions that contained the same concentration of formaldehyde
ut no analyte. Both analyte and blank signals became more

t
e
s

ier and injected sample solutions: (A) height of the constant baseline signal
ue to the continuous reaction with formaldehyde; (B) response for 5-HIAA
5 × 10−5 mol L−1) above the baseline.

ntense as the formaldehyde concentration was increased, but the
ignal-to-blank ratio remained relatively constant for formalde-
yde concentrations between 0.1 and 3 mol L−1. For example,
hen using 5 × 10−5 mol L−1 5-HIAA, a signal-to-blank ratio
f approximately 3 was observed. For all subsequent experi-
ents, formaldehyde was added to both analyte and carrier solu-

ions, where the constant merging of the formaldehyde carrier
ith the reagent produced a measurable background signal. The
se of 3 mol L−1 formaldehyde produced the greatest chemilu-
inescence response above the background: a 500-fold increase

n signal intensity (Fig. 3) compared to responses obtained when
nalyte and carrier solutions contained no formaldehyde. Yet,
espite this notable enhancement in manganese(IV) chemilu-
inescence intensity, the reactions were still not visible to the

aked eye in a darkened room.
An increase in both signal and background intensity was also

bserved using higher orthophosphoric acid concentrations to
ilute the stock manganese(IV) solution (Fig. 4). For example,
he use of 6 mol L−1 orthophosphoric acid gave approximately

12-fold increase in signal (compared to the 3 mol L−1 dilu-
ion used in previous chemiluminescence studies [1–11]), and
he reagent remained stable for over 4 months without precip-
tating. These improvements in chemiluminescence response
nd reagent stability are possibly due to the stabilising effect
f orthophosphoric acid on the manganese dioxide particles in
olution via adsorption to the particle’s surface [15,19]. How-
ver, concentrations above 3 mol L−1 orthophosphoric acid were
enerally avoided due to the viscosity of the solutions and the
arge increases in background signal, which compromised low
evel detection.

.3. Emitting species
Lu and co-workers [3,4,6,9,11] have suggested that the reac-
ion between manganese(IV) and formaldehyde in the pres-
nce of various analytes leads to chemiluminescence from
inglet molecular oxygen, but in our previous studies we
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Fig. 4. Chemiluminescence response from the reaction of manganese(IV)
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position. For example, the C-2 position on morphine is activated
by the presence of the C-3 phenolic group through quinone-type
tautomerisation, but the methoxy group at the C-3 position of
codeine would block this process.
5 × 10−4 mol L−1) with 5-HIAA (5 × 10−5 mol L−1) using (A) 1.0 mol L−1,
B) 2.0 mol L−1 or (C) 3.0 mol L−1 formaldehyde carrier and varying the
rthophosphoric acid concentration in the manganese(IV) reagent solution.

ave presented evidence for a manganese(II) emitting species
1,13]. To further investigate the emission from these reac-
ions, chemiluminescence spectra were obtained using a Cary
clipse spectrofluorometer for eight different analytes by merg-

ng the manganese(IV) reagent with the analyte solutions. Reac-
ions of manganese(IV) with aqueous analyte solutions with-
ut formaldehyde produced insufficient chemiluminescence
ntensities for the collection of spectra. The corrected chemi-
uminescence spectra for eight analyte solutions containing
mol L−1 formaldehyde all exhibited a maximum emission
round 730 ± 5 nm (Fig. 5). Furthermore, the background emis-
ion from the reaction of 3 mol L−1 formaldehyde with the
anganese(IV) reagent displayed a similar spectral distribu-

ion to the oxidation of each analyte, which suggests a common

mitting species. The chemiluminescence from these reactions
s unlike that of singlet oxygen, which contains two intense
ands at 634 and 703 nm [13,20], but is similar to our previ-
us reports for reactions with manganese(III), manganese(IV)

ig. 5. Corrected chemiluminescence spectra for the reaction of manganese(IV)
5 × 10−4 mol L−1) with (A) pseudomorphine (5 × 10−5 mol L−1); (B) sero-
onin (5 × 10−5 mol L−1); (C) formaldehyde (3.0 mol L−1).

F
fi
(
e

1 (2007) 1951–1957 1955

nd manganese(VII), in which a manganese(II) emitting species
as postulated [1,13].

.4. Reaction kinetics

The kinetics of chemiluminescence reactions between man-
anese(IV) and various analytes was examined using a stopped-
ow instrument, where the manganese(IV) reagent and ana-

yte (dissolved in 0.2 mol L−1 formaldehyde) were delivered
y syringe pump to the detector (Fig. 1b). In each case, the
hemiluminescence intensity reached a maximum between 2
nd 6 s after the reaction was initiated and returned to baseline
ithin 25 s. Steady decay rates were observed, but a reproducible

houlder was present on the rise portion of the intensity-time
rofile for most phenolic analytes. In some cases, as shown in
ig. 6a, a separate initial peak was present. However, this was
ot observed for non-phenolic analytes (Fig. 6b), with the excep-
ion of papaverine. We tentatively postulate that the differences
n the intensity-time profiles arise from an initial dimerization
f the phenolic analytes via oxidative coupling at the ortho-
ig. 6. Examples of stopped-flow chemiluminescence intensity vs. time pro-
les for the reactions of manganese(IV) (5 × 10−4 mol L−1) with analytes
5 × 10−5 mol L−1) in 0.2 mol L−1 formaldehyde, containing (a) phenolic moi-
ties and (b) non-phenolic moieties.
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Table 2
Analytical figures of merit for various analytes using flow injection analysis with soluble manganese(IV) chemiluminescence detection in the presence of formaldehyde

Analyte Detection limita (mol L−1) log–log calibration functionb Correlation coefficient, r2

Atropine 5.0 × 10−6 y = 0.50x + 4.34 0.9496
Codeine 1.0 × 10−8 y = 0.96x + 8.95 0.9973
Fenoterol 1.0 × 10−8 y = 0.96x + 9.14 0.9997
Heroin 1.0 × 10−6 y = 0.72x + 6.06 1.0000
5-Hydroxyindole-3-acetic acid 1.0 × 10−8 y = 1.01x + 9.52 0.9987
5-Hydroxytryptophan 1.0 × 10−8 y = 0.99x + 9.28 0.9999
Morphine 5.0 × 10−8 y = 1.01x + 8.89 0.9998
Oripavine 5.0 × 10−9 y = 0.76x + 7.81 0.9684
Papaverine 1.0 × 10−9 y = 0.67x + 7.38 0.9715
Pseudomorphine 1.0 × 10−9 y = 0.70x + 7.38 0.9617
Pyrogallol 5.0 × 10−9 y = 0.86x + 8.59 0.9887
Serotonin 1.0 × 10−8 y = 0.99x + 9.32 0.9995
Thebaine 5.0 × 10−9 y = 0.74x + 7.76 0.9905
2-Thiobarbituric acid 5.0 × 10−9 y = 0.62x + 6.49 0.9553
Tryptamine 5.0 × 10−9 y = 0.86x + 8.76 0.9977
Tryptophan 1.0 × 10−8 y = 0.94x + 9.20 0.9990

concentration (mol L−1).
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a Calculated as 3 × S/N.
b From detection limit to 1 × 10−5 mol L−1, y = log peak height (mV), x = log

.5. Analytical figures of merit

Using a flow injection analysis manifold, analytical figures
f merit were obtained for the chemiluminescence reactions
f manganese(IV) with 16 analytes. Formaldehyde (3 mol L−1)
as used in both analyte solutions and carrier stream. The
anganese(IV) reagent was diluted to 5 × 10−4 mol L−1 from

he original stock solution using 3 mol L−1 orthophospho-
ic acid. Similar detection limits (between 1 × 10−9 and
× 10−8 mol L−1) were observed for most opiate alkaloids and

ndoles under investigation (Table 2). Many of these compounds
ave previously been determined with manganese(VII) chemi-
uminescence, but the sensitivity towards certain analytes, such
s codeine and thebaine, is relatively poor [21]. The wider
etection capability of the manganese(IV) reagent compared
o manganese(VII), may be a consequence of the favourable
wo-electron transfer required to reduce the manganese(IV)
eagent to the manganese(II) emitting species. However, poorer
esponses with the manganese(IV) reagent were observed for
tropine and heroin and no significant response was obtained
rom barbitone, cocaine, glyphosate, iodate and sulfite.

.6. High performance liquid chromatography

To demonstrate the use of the manganese(IV) reagent in
ost-column chemiluminescence detection, it was applied to
he rapid determination of six opiate alkaloids separated with
PLC. The use of a monolithic column allowed flow rates that
ere comparable to those in the flow injection analysis experi-
ents, and separation of all analytes in less than 4 min (Fig. 7).
he column eluate and formaldehyde carrier were merged at

T-piece prior to reacting with the manganese(IV) reagent

n the flow-through detector. Retention times for morphine,
seudomorphine, codeine, oripavine, thebaine and papaverine
ere 1.00, 1.26, 1.75, 2.02, 2.82 and 3.23 min, respectively

Fig. 7. A HPLC separation of six opiate alkaloids (1 × 10−4 mol L−1) with (a)
UV–vis detection at 280 nm and (b) manganese(IV) (5 × 10−4 mol L−1) chemi-
luminescence detection with formaldehyde enhancement (1 mol L−1).
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<0.3% R.S.D.). Unlike chemiluminescence detection with man-
anese(VII) [21] and tris(2,2′-bipyridyl)ruthenium(III) [22],
imilar emission intensities were observed for phenolic and non-
henolic alkaloids at equal analyte concentrations. Using an
njection volume of 2 �L, the limit of detection for all six ana-
ytes was approximately 5 × 10−7 mol L−1 and the %R.S.D. for
eak area using analyte concentrations of 1 × 10−4 mol L−1 was
ess than 4%.

. Conclusion

Freshly precipitated manganese(IV) dioxide can be dissolved
n orthophosphoric acid within 90 min using ultrasonication and
eating, to produce a soluble colloidal manganese(IV) species
ontaining two distinct particle sizes. The chemiluminescence
voked by the reaction of this colloidal manganese(IV) reagent
ith a range of analytes is enhanced by the presence of formalde-
yde and results from a manganese(II) species. The comparable
esponses from the opiate alkaloids with manganese(IV) offers

distinct advantage over other chemiluminescence reagents
uch as manganese(VII) and tris(2,2′-bipyridyl)ruthenium(III),
s their selectivity towards certain structural features limits their
se as detection systems for HPLC and CE. The manganese(IV)

eagent offers the advantages of highly sensitive chemilumines-
ence detection, while providing a more universal response to
he presence of organic species that is less dependant on analyte
tructure.
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bstract

A flow injection-pervaporation approach, where the samples – beech or olive leaves – were introduced as slurry, has been used for continuous
erivatization hydride generation and separation of cadmium prior to determination by atomic absorption spectrometry. The removal of the analyte
s achieved with an 1 mol/l HCl + 16% H2O2 aqueous solution with the help of an ultrasound probe acting for 17 min. Thiourea and cobalt were
lso added to the slurry for kinetic catalysis of hydride generation. A CRM – beech leaves – where the analyte had not been certified but estimated
as used for optimisation of the leaching step. The results obtained using direct calibration against aqueous standards demonstrated the reliability

f the method. The linear concentration range of the calibration curve was from pg/ml to ng/ml, with a correlation coefficient, r2, better than 0.99.
he detection and quantification limits were 0.3 and 0.9 ng/ml, respectively. The relative standard deviation for within-laboratory reproducibility
as 5.7%. Olive leaves CRM was used for validation.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Cadmium is widely dispersed in the environment and expo-
ure to this element gives rise to accumulation in several organs
n the body, with consequent adverse health effects. Even at low
xposure levels (mg/kg), the risk of renal tubular damage due
o industrial exposure to cadmium can be considerable [1]. The
ncreasing global emission, of Cd compounds into the atmo-
phere, together with aqueous and solid emissions lead to local
ontamination problems [2]. An additional problem of Cd toxi-
ity is its cumulative character (about 30 mg can be accumulated
uring a person lifetime). The results are elevated Cd levels in
he terrestrial, aquatic and marine food chains. Adverse effects
n plants and mammalians have been observed for mg/kg levels

n agriculture soils and food [3].

The classical pretreatment of solid samples to dissolve the
d present is acid digestion. An alternative to solid sample pre-

∗ Corresponding author. Tel.: +34 957218615; fax: +34 957218615.
E-mail address: QA1LUCAM@uco.es (M.D. Luque de Castro).
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reatment is slurry formation helped by ultrasound and direct
nalysis on the suspension.

Slurry sampling coupled to atomic absorption spectrometry
ombined both with hydride generation (HG-AAS) [4–6] and
lectrothermal atomization (ETA-AAS) [7–9], has been exten-
ively used in the last years, as it allows direct analysis of solids
ith little sample preparation and has practical advantages over

ime-consuming and more prone to interferences conventional
ethods based on total dissolution of the samples. The concen-

ration range covers from ng/ml to �g/ml. However, the slurry
pproach is not free from problems by blockage of the manifold
hen the solid particles are introduced into the dynamic sys-

em. Hence, slurry particles should be filtered out (providing the
nalyte has been transferred to the liquid phase by appropriate
reatment with the required reagents and/or auxiliary energies
10]) for avoiding nebuliser clogging, insufficient nebulisation,
amage of the graphite furnace and/or light dispersion; thus,

rotecting the spectrometer.

Analytical pervaporation emerged in the late 1980s as a non-
hromatographic continuous separation technique competing
ith other membrane-based separation techniques thanks to the
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bsence of sample-membrane contact, which makes it useful for
irty and/or aggressive samples [11–13]. A key characteristic of
nalytical pervaporation is the presence of a constant-volume
ir gap between the sample in the donor chamber and the mem-
rane. Since there is no direct contact between the sample and the
embrane, clogging or deterioration of the membrane perme-

bility due to pore blockage or corrosion by the sample-reagents
ixture, respectively, is avoided. The pervaporator constitutes
multitask device for solid samples where leaching and deriva-

ization of the analytes take place simultaneously. The only
equirement of the experimental setup is for adequating sized
iameters of the units in the dynamic manifold assisting the
onor chamber in order to avoid clogging by the suspended
articles.

. Experimental section

.1. Instruments and apparatus

Ultrasonic irradiation was applied by means of a Brason 450
onifier (20 kHz, 400 W) equipped with a cylindrical titanium
lloy probe (12.70 mm diameter), which was immersed in a
ater bath in which the sample was placed.
The flow injection-pervaporation manifold was constructed

y a Gilson Minipuls-3 low-pressure peristaltic pump (Gilson,
orthington, OH, USA), a 5054 Rheodyne low-pressure injec-

ion valve (Rheodyne, Cotati, CA, USA), three-way standard
onnectors, PTFE tubing of 1.5 mm i.d. (Scharlau, Barcelona,
pain) and a pervaporation unit, which consists of a lower donor
hamber (12.0 mm deep) and upper acceptor chamber (0.3 mm
eep), both hexagonal in shape, and a single layer of glass beads
3.6 mm diameter) used to partially fill the donor chamber. The
wo chambers were fitted with inlet and outlet orifices. Firm
ontact between parts was achieved by screwing the pervapora-
ion unit between aluminum supports with four screws. PTFE

embranes (47 mm diameter and 1.5 mm thickness) from Trace,
raunschweig, Germany, were used.

A Spectra 110 atomic absorption spectrometer (Varian,
adrid) furnished with a hydride absorption cell of quartz

VGA-76/77, Varian) was used for Cd determination. The atom-
zation cell was positioned over the burner capable of sup-
orting an air–acetylene flame, which was kept off for all the
xperiments. The hollow-cathode lamp current was 4 mA. The
onochromator was set at 228.8 and 0.7 nm spectral bandpass.

.2. Reagents and samples

All reagents were of analytical reagent grade. 0.8% (w/v)
aBH4 (Sigma–Aldrich, Deisenhufen, Germany) in 1% (w/v)
aOH (Merck, Darmstadt, Germany) and 0.4 mol/l HCl (Merck)

olutions were used for hydride generation. An 1.0 mol/l HCl
queous solution was employed as a dispersing medium. H2O2
as added to the slurry for helping to leach the analyte.

A 0.5% (m/v) solution of thiourea (Merck), in the presence

f 1 �g ml−1 Co (prepared from an 1000 mg/l stock standard
olution), kinetically catalysed the formation of volatile species
f Cd by hydride generation.
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m
[
2
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The 0.16% (m/v) KCN (Panreac) solution used as masking
gent was dissolved in the NaBH4 solution. Some cautions were
aken in order to prevent an accident by formation of HCN:
eutralisation of the waste with sodium hydroxide and location
f the detector in a hood-fume, as well as the use of gloves and
ask.
All working solutions were prepared daily using distilled

ater of high purity obtained from a Millipore (Bedford, MA,
SA) Milli-Q plus system.
Argon (Carburos Metálicos, Barcelona, Spain) was used to

arry the hydride formed to the detector.
Two materials (CRM 062 and CRM 100) were used for opti-

isation and validation of the developed method. The materials
onsisted of cleaned, dried, ground and homogenised leaves of
lea europaea and Beech, having a particle size of less than
25 �m. In the beech leaves (CRM 100) cadmium concentration
ad not been certified and this material was used for optimisa-
ion; meanwhile a Cd-CRM (CRM 062) was used for validation.

.3. Proposed method

The overall arrangement for the slurry sampling-
ltrasound assisted leaching prior to hydride generation–
ervaporation–AAS is illustrated in Fig. 1. The dynamic system
onsists of an upper manifold (including the acceptor chamber
f the pervaporator) through which a gas phase circulates, and a
ower flow injection manifold, including the donor chamber of
he pervaporator. The samples were weighed directly (200 mg
f sample) into plastic bottles to which 1 mol/l HCl + 16%
m/v) H2O2 aqueous solution was added for a final volume of
0 ml. Batches of eight of those suspensions were located in the
ampler and sonicated for 17 min (duty cycle 0.9 s and output
mplitude 100%) at the maximum power of the ultrasound
robe. After aspirating each sample to the dynamic system,
tirring was applied for 1 min in order to ensure homogeneous
istribution of the solid particles. While stirring, the pump
spirated an aliquot and filled the loop (250 �l) of the injection
alve, which unloaded its content into a 0.4 mol/l HCl carrier
tream that merged with a 0.8% (w/v) NaBH4 + 0.16% (w/v)
CN stream. The volatile hydride formed in the reaction coil

eached the pervaporator and evaporated into the headspace of
he donor chamber and diffused through the PTFE membrane
nto the acceptor chamber where an argon stream, at 200 ml/min,
ed the hydride into the atomization cell. There is convincing
vidence that the species responsible for the absorption of
adiation at 228.8 nm is “cold” atomic cadmium vapor, possibly
roduced by the decomposition of unstable CdH2 [14].

The addition of 0.16% KCN to the NaBH4 solution as mask-
ng agent led to a total elimination of the matrix effect.

The size of the in suspension particles was small as compared
ith the inner diameter of the tubing system; so not clogging
roblems took place. It was observed that the peak areas were
pproximately three times larger by keeping the flame off than

hose obtained with the flame on. This observation is in agree-

ent with the results obtained by Sanz-Medel and co-workers
14,15]. All experiments were performed at a working room of
5 ◦C.
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ig. 1. Overall approach for the determination of cadmium in solid samples by
tomic absorption detection. IV, injection valve; WB, water bath; AC, atomizat

The use of a carrousel allowed to sonicate eight samples
imultaneously.

. Results and discussion

.1. Optimisation of the method

The variables which affect the method for the determination
f cadmium were studied by either a multivariate or univariate
pproach depending on the existence or not of interrelation. The
anges studied and the optimal values found are shown in Table 1.

The central composite design (CCD) used here is one of
he multivariate methods for optimisation more frequently used
t present. Multivariate methods provide advantages over tra-
itional univariate methods such as the possibility of finding
nteractions between variables and the use of a shorter number
f experiments. Statistical software [16] was used to analyse the
ata from the experimental values.
.2. Optimisation of chemical variables

The influence of HCl both in the sample and carrier and
aBH4 on hydride generation in the experimental system was

able 1
anges assessed and optimal values of the variables

ariables Studied range Optimum value

Cl carrier (mol/l) 0.2–0.6 0.4
Cl sample (mol/l) 0.2–1.6 1.0
aBH4 (%, m/v) 0.5–1.5 0.8

2O2 (%, m/v) 5–20 16
CN (%, m/v) 0.1–0.3 0.16
hiourea (%, m/v) 0.1–1.0 0.5
o (�g/g) 0.25–1.9 1
pacers (mm) 2–8a 8
emperature (◦C) 25–95 25
lurry concentration (%, m/v) 1–4 2
onication time (min) 1–30 17

a Values assayed: 2, 4, 6, and 8 mm thickness.
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formation ultrasound-assisted leaching, hydride generation, pervaporation and
ll; AAS, atomic absorption spectrometer.

nvestigated. The concentration of H2O2 used to help to leach-
ng Cd was also studied. The variables were studied using a
0 ng/ml Co standard solution. A full factorial 24 design allow-
ng 8 degrees of freedom involved 19 randomized runs plus three
entered points was built for the optimisation study of these
ariables. The upper and lower values given to each factor were
elected from the available data and experience gathered in the
reliminary experiments.

The conclusions of this study were that the HCl concentra-
ion both in the carrier and NaBH4 were factors not statistically
nfluential at 95% confidence level in the ranges under study.
owever, the results showed better signal and precision with
.4 mol/l HCl and 0.8% (m/v) NaBH4. Analysing the design
or HCl and H2O2 in the sample a second-order polynomial
quation was obtained. The optimal values were obtained by
qualising to zero the first derivate of the polynomial. Optimum
alues of 1.1 mol/l HCl and 16% H2O2 were obtained and used
or subsequent experiments.

The addition of 0.16% KCN to the NaBH4 solution as mask-
ng agent revealed a total elimination of the matrix effect, without
ausing decrease of the cadmium signal [17]. For concentrations
bove 0.2% the masking effect levelled off and was decreased
or concentrations below 0.15%.

.3. Optimisation of the kinetic conditions

It has been reported that the generation of cadmium volatile
pecies must be free from organic media in order to achieve better
ensitivity [14,15,18–21]. In addition, the use of some transition
etals has been reported to produce an increase in sensitivity by
eans of a catalytic effect [18–21]. Thiourea and CoII+, at differ-

nt concentrations, were added to the sample solution (50 ng/ml
d) and studied by a multivariate approach.

A CCD was also used for optimisation of the two variables.

he CCD used consisted of a two-level full factorial design
nd the star points. This design allowed 5 degrees of freedom
nvolved 8 randomised runs plus 3 centered points. The results
howed that 0.5% (w/v) thiourea in the presence of 1 �g/ml Co,
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inetically catalyse to some extent the formation of volatile Cd
pecies by hydride generation. An increase of 20% in the analyte
ignal was obtained in the presence of the catalyst mixture as
ompared with the value in its absence.

.4. Optimisation of the flow injection variables

The development of hydride generation was studied for dif-
erent flow-rates of both HCl/NaBH4 and Ar. To simplify the
ptimisation of the flow-rates, it was decided that those of HCl
nd NaBH4 streams should be equal. The same CCD used
efore was used for optimisation of the two variables. The Cd
ignal increased with two opposite effects: an increase of the
Cl/NaBH4 flow-rate up to about 8 ml/min and decrease of the
r flow rate to about 200 ml/min.
The effect of the coil length where the acidified sample and

aBH4 were mixed was evaluated by employing lengths from
0 to 300 cm of the PTFE tube of 0.8 mm i.d. and from 20 to
00 cm of the PTFE tube of 1.5 mm i.d. Changes in the length of
he reaction coil produced insignificant effects on the signal from
d for both internal diameters; however, the tube of 0.8 mm i.d.
roduced an increased on the signal. A reaction coil of 100 cm
as used for subsequent experiments.
Sample volumes ranging from 100 to 500 �l were studied. As

xpected, small sample volumes increased the sample through-
ut; however, they led to a decrease of sensitivity. A sample
olume of 250 �l was selected as optimum as the peak area
evelled off at higher volumes.

.5. Optimisation of the pervaporation variables

The maintenance of a constant liquid level in the donor
hamber is crucial for the reproducibility of flow injection-
ervaporation methods. A satisfactory control of the liquid
evel in the donor chamber was achieved by introduction of
lass beads (3.6 mm diameter), by aspiration of the waste
rom the donor chamber and by appropriate selection of the
ength of the tubing upstream and downstream the donor
hamber.

The influence of the volume of the donor chamber on the
ensitivity was studied by placing in it spacers of 2, 4, 6 and 8 mm
hickness. The presence of spacers lowered the sensitivity, since
hey increased the volume of the headspace, but also increased
oth life-time of the PTFE membranes and reproducibility of
he analyses; so, a 8 mm spacer was used. In this case, a metal

embrane support was unnecessary.
In the present study, the temperature of the water bath was

aried between 25 and 95 ◦C. The change of temperature has a
light effect on the analytical signal (less than 4% of the total
ignal); thus, 25 ◦C was used as working temperature.

.6. Optimisation of the ultrasound-assisted leaching step
The influence of the sonication time was studied in a univari-
te way fixing the other variables at their optimal values. The
ample in this case was the beech leaves CRM. The ultrasound
adiation amplitude and the percentage of duty cycle of ultra-

e
b
C
i

ig. 2. Kinetics of the analyte leaching from the two CRMs. (�) CRM 100; ( )
RM 062.

onic exposure were fixed at their maximum values. In all cases,
he probe position was the same. The optimisation was carried
ut using a slurry of 2% (m/v) in 1 mol/l HCl.

Different sonication times were tested in order to determine
he time necessary for total removal the Cd from the CRM. As
an be seen in Fig. 2, quantitative removal of Cd was obtained
fter 17 min sonication.

.7. Optimisation of the slurry concentration

A key factor in preparing slurries is concentration. Samples
ith high analyte content are easier to handle by slurry sampling

han by direct solid sampling. Precision degrades with high dilu-
ion slurry as a result of the small number of particles. On the
ther hand, when the analyte content in the original sample is
ery low, the concentration of the slurry can be increased accord-
ngly. One factor to be taken into account is that increased slurry
oncentration also increases matrix effects.

Slurry concentrations from 1 to 4% (w/v) with 10 min of
onication were used, which resulted in deteriorated accuracy
bove 3% as a consequence of both matrix effects and inefficient
omogenisation of the slurry; while for concentrations below 2%
he precision degraded. Slurry concentration at 2% (m/v) was
elected as a compromise between the conflicting requirements
or absence of matrix effects and precision.

.8. Calibration of the proposed method

The detection and quantification limits, established as
sb + xb/slope and 10sb + xb/slope (where sb is the standard devi-
tion and xb is the mean of 11 blank measurements), are 0.3 and
.9 ng/ml, respectively. The linear concentration range of the cal-
bration curve covers from 0.9 to 100 ng/ml, with a correlation
oefficient, r2, better than 0.998.

.9. Validation of the method

The optimised method was applied to two certified refer-

nce materials: beech-leaves (CRM 100) – with non-certified
ut estimated Cd – and olive-leaves (CRM 062) with certified
d. The results, summarised in Table 2, show that this method

s a good alternative for the extraction and determination of Cd
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Table 2
Validation of the method

Samples Certified Estimated Founda

CRM 100 0.34 0.337 ± 0.012
CRM 062 0.1 ± 0.02 0.097 ± 0.003

a Relative standard deviation (n = 3).

Table 3
Experiments for the determination of within-laboratory reproducibility and
repeatability from an experimental set-up

Day Cd measured

Replicate 1 Replicate 2

1 0.3477 0.3298
2 0.3451 0.3643
3 0.3562 0.3774
4 0.3657 0.3494
5 0.3232 0.3247
6 0.359 0.3298
7 0.374 0.3799

Table 4
ANOVA (cadmium)

Source SSa d.f.b MSc

Between days 0.0038 6 0.00063
Within days 0.0011 7 0.00016

Total 0.0049 13

a Sum of squares.
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Degrees of freedom.
c Mean square.

rom leaves as the efficiency achieved from the different samples
ested was higher than 97% in all instances.

To evaluate the precision of the proposed method, within-
aboratory reproducibility and repeatability were estimated in

single experimental setup with duplicates [22]. The exper-
ments were carried out using the CRM 100 at 2% (w/v) in
mol/l HCl. The optimal values obtained for the variables were
sed in all the experiments. Two measurements of Cd per day
ere carried out on 7 days. The results obtained are listed in
ables 3 and 4. The repeatability and within-laboratory repro-
ucibility, both expressed as relative standard deviation, were
.6 and 5.7%, respectively.

. Conclusions

A flow injection-pervaporation method, where the sam-
le was introduced as slurry, has been developed for the

ontinuous derivatization and determination of cadmium in
eaves by hydride generation atomic absorption spectrome-
ry. The removal of cadmium was achieved with the help of
oth an ultrasound probe and 16% of H2O2 in the leaching
olution.
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This approach offers several advantages:

1) Thanks to use of slurry:
• reduced preparation time by avoiding a filtration step;
• reduced sample contamination as well as analyte losses

because less manipulation of the sample is required.
2) Thanks to use of the pervaporation unit:

• reduced sample and reagents amount needed;
• no filter requirement in the manifold before the atomiza-

tion cell to avoid solid particles that can cause drawbacks
(scattering).

• avoidance of small amounts of water vapour transferred
to the atom cell and condensed to droplets which partially
obscure the light path.

3) A decrease on the cadmium signal by the presence of other
heavy metals is avoided thanks to the use of KCN. The use
of BaII+ and SO4

II− for avoiding the interference from Pb by
PbSO4 coprecipitation [16] did not overcome interferences
from other heavy metals.
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bstract

A complete methodology for the determination of chloroanisoles and chlorophenols in cork material is proposed. The determination is accom-
lished by means of a previous liquid–solid extraction followed by stir bar sorptive extraction (SBSE) coupled to gas chromatography–mass
pectrometry (GC–MS). Two different liquid–solid extraction experiments were conducted and eight compounds considered (2,6-dichloroanisole,
,4-dichloroanisole, 2,4,6-trichloroanisole, 2,4,6-trichlorophenol, 2,3,4,6-tetrachloroanisole, 2,3,4,6-tetrachlorophenol, pentachloroanisole and
entachlorophenol). From the results obtained we can conclude that high volume extraction extending extraction time up to 24 h is the best

hoice if we have to release compounds from the inner surfaces of cork stoppers. Recovery percentages ranged from 51% for pentachloroanisole
o 81% for 2,4-dichloroanisole. This method allows the determination of an array of compounds involved in cork taint at very low levels from
.2 ng g−1 for 2,4,6-tricholoroanisole to 23.03 ng g−1 for 2,3,4,6-tetrachlorophenol.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Musty odours are one of the most unpleasant organolep-
ic defects in wine. Several molecules have been identified as
esponsible of this unpleasant smell. Chloroanisoles, especially
,4,6-trichloroanisole (TCA) due to its particularly low sen-
ory threshold and, in a lesser extent, 2,3,4,6-tetrachloroanisole
TrCA) and pentachloroanisole (PCA) are responsible of a
igh percentage of cork taint cases reported. Besides, other
ompounds such as 2,4-dichloroanisole (2,4-DCA) and 2,6-
ichloroanisole (2,6-DCA), degradation products of 2,4,6-
richloroanisole, may also contribute to wine off-flavour [1]. Its
rigin in wine can be traced back to contaminated cork stoppers
nd it is either already present in the corkwood or produced dur-
ng corkwood processing. The migration of these compounds
rom cork stoppers to wine depends on the temperature and the

ime of contact between them [2]. Chloroanisoles can be formed
y methylation of the corresponding chlorophenols by certain
ungi. These chlorophenols, in many cases, are used as pesti-
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matography–mass spectrometry

ides. Chlorophenolic compounds can be considered the main
recursors of chloroanisoles, so their joint determination is of
reat interest for cork industries [3,4].

Although chlorophenols are polar compounds and can form
ydrogen bounds with the GC columns [5] several authors have
roposed the simultaneous determination of TCAs and TCPs in
ork [3,6–8] and wines [3,4,9] by means of GC–MS.

These compounds are present in very low concentrations,
specially in wine, hence it is necessary to apply a precon-
entration technique before their analytical determination. Dif-
erent extraction methodologies have been applied: solvent
xtraction employing dichloromethane [3], n-hexane [6] or n-
entane [10]; solid phase extraction (SPE) [10–12], pervapo-
ation (PV) [13], headspace solid-phase microextraction (HS-
PME) [2,5,7,14,15] and more recently, stir bar sorptive extrac-

ion (SBSE) [4,8,16]. The obtained extracts, when a solvent is
sed, need to be concentrated by means of a rotary evaporator
r solid-phase extraction.

SBSE methods are based on a non-polar polydimethylsilox-

ne (PDMS) immobilized liquid phase coated onto a magnetic
tir bar to selectively concentrate compounds. The SBSE has
wo steps: partitioning of analytes between the coating (PDMS)
nd the sample matrix, followed by desorption into the GC
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Table 1
Calibration plots data for the chloroanisoles and chlorophenols under study and the IS of extraction (lindane)

Analytes Selected ion (m/z) Intercept Slope r LOD (ng L−1) LOQ (ng L−1)

2,6-Dichloroanisole 176 −0.0013 0.0039 0.9999 1.56 5.2
2,4-Dichloroanisole 176 0.0090 0.0037 0.9996 2.56 8.5
2,4,6-Trichloroanisole 195 −0.0021 0.0036 1.0000 0.81 2.7
2,4,6-Trichlorophenol 196 0.0249 0.0007 0.9997 3.28 10.9
2,3,4,6-Tetrachloroanisole 231 −0.0014 0.0043 0.9999 1.29 4.3
2,3,4,6-Tetrachlorophenol 232 −0.0126 0.0027 0.9832 17.7 59.1
Pentachloroanisole 265 −0.0057 0.0037 0.9990 6.8 22.7
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entachlorophenol 266 −0.1481
indane 181 −0.0663

OD: limit of detection; LOQ: limit of quantification.

nject port. SBSE had been shown a much higher sensitivity than
PME by a factor within 50 and 250 due to the higher content
f PDMS in which the amount of analyte extracted is propor-
ional to the coating thickness increasing the limit of detection of
ltra trace compounds [17]. The theory of SBSE is quite similar
o that of SPME, which the efficiency of analytes partitioning
nto PDMS phase on the stir bar at the equilibrium, can rugged
e predicted by the octanol–water partition coefficients [18].
alacain et al. [4] employed SBSE to determine chloroanisoles
nd chlorophenols in wine obtaining low limits of quantification
LOQ), between 1 and 20 pg L−1, except for pentachlorophenol
PCP) for which LOQ was 6 �g L−1.

Regarding cork material, the main problem arises in the
xtraction from a so complex matrix. The recovery assays per-
ormed by most authors are based on spiking cork by impreg-
ation with standard solutions [1,3,15]. Hence, only those
ompounds present in the surface area of cork are effectively
xtracted. These methods led to the evaluation of a short-term
ine tainting [2]. On the other hand, if we attempt to study a

hort-term as well as a long-term taining, cork material has to
e spiked by injecting standard solution inside cork.

The aim of this work is the determination of a total of eight
ompounds, chloroanisoles and their precursors chlorophenols,
resent in cork stoppers by gas chromatography–mass spec-
rometry (GC–MS) applying liquid–solid and stir bar sorptive
xtractions. Cork stoppers are spiked with chloroanisoles and
hlorophenols in the inner layers. The following three steps have
een performed: firstly, optimisation of an extraction procedure
or chloroanisoles and chlorophenols from cork; secondly, appli-
ation of a SBSE technique to the obtained extract and finally,
etermination of the compounds absorbed to stir bar by thermal
esorption and GC–MS.

The proposed method can be used in quality control in cork
ndustries since it accomplishes the joint determination of an
rray of compounds and the release of these compounds from
he inner layers in cork stoppers. Hence it offers a prediction of
otential contamination along time.

. Experimental
.1. Chemicals and reagents

Analytical grade ethanol, methanol and glacial acetic acid
rom Merck (Darmstadt, Germany) were used. Ultrapure water
0.0002 0.9926 956 3188
0.0016 0.9998 30.6 102

as obtained from Milli-Q water purification system (Millipore,
edford, MA, USA).

2,6-Dichloroanisole (2,6-DCA; 97%), 2,4,6-trichloroanisole
TCA; 99%), 2,4,6-trichloroplenol (TCP; 98%), 2,3,4,6-
etrachloroplenol (TrCP; 99.9%), pentachloroanisole (PCA;
7%), pentachlorophenol (PCP; 98%), lindane (LIND as inter-
al standard for extraction; 97% [13]) and 3,4-dimethylphenol
as internal standard for quantification; 99%) were supplied by
igma–Aldrich (Madrid, Spain). 2,4-dichloroanisole (2,4-DCA;
5%) and 2,3,4,6-tetrachloroanisole (TrCA; 95%) were obtained
rom LGC Promochem S.L. (Barcelona, Spain).

Stock solutions were prepared in ethanol in amber glass vials
nd kept at −20 ◦C.

Calibration plots were built with five concentration levels for
ach compound as follows: from 15 to 120 ng L−1 for 2,6-DCA,
,4-DCA, TCA, TrCA and TrCP; from 25 to 165 ng L−1 for
CP; from 25 to 200 ng L−1 for PCA; from 1.17 to 9.38 �g L−1

or PCP and from 0.243 to 1.94 �g L−1 for lindane (Table 1).

.2. Cork material

Natural cork stoppers were cleaned by continuous extraction
ith methanol in a Soxhlet for 24 h [3] and then dried in a oven

t 105 ± 2 ◦C. Cork stoppers (ca. 2 g) were spiked by injecting,
n different points (surface and inner), 100 �L of a stock solution
ontaining 2,6-DCA, 2,4-DCA, TCA, TCP, TrCA, TrCP, PCA,
CP and lindane. They were stored in a freezer (−20 ◦C) dur-

ng approximately 2 h. Then, spiked cork samples were milled
ith a granulating mill with stainless steel bowl. Extraction

xperiments were conducted immediately. The mill was decon-
aminated between samples by soaking it in a detergent solution
ith added ethanol and dried overnight in an oven at 80 ◦C.

.3. Extraction studies

Two different liquid–solid extraction methods were tested:

(i) High volume extraction (HVE): milled cork was placed
into a tea infuser and then it was submerged in a total vol-

ume of 60 mL of different extraction media: 100% ethanol;
50% ethanol:50% Milli-Q water; 75% ethanol:25% Milli-Q
water and 50% ethanol:50% Milli-Q water at pH 3.6 (pH
was adjusted with glacial acetic acid [3]). The extraction
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Table 2
Results for recovery assays

Compounds Added
(ng g−1)

Recovery
(%)

Mean recovery ±
S.D.

2,6-Dichloroanisole 18.9 68.8 65 ± 4
27.1 65.2
33.6 61.1

2,4-Dichloroanisole 18.4 80.3 80 ± 3
25.5 83.6
31.3 77.6

2,4,6-Trichloroanisole 22.5 70.3 67 ± 3
33.9 67.0
41.3 64.6

2,4,6-Trichlorophenol 32.2 148.9 152 ± 4
40.1 156.4
52.5 151.4

2,3,4,6-Tetrachloroanisole 18.7 63.3 64.5 ± 0.3
27.8 67.2
35.0 63.1

2,3,4,6-Tetrachlorophenol 26.6 67.4 77 ± 9
31.6 84.6
38.8 79.5

Pentachloroanisole 44.5 43.4 51 ± 7
64.8 58.0
81.0 51.0

Pentachlorophenola 2.80 57.9 75 ± 22
3.21 100.0
4.77 67.3

Lindane 289 82.4 87 ± 6
400 93.7
482 86.5
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procedure was carried out using ultrasonic bath and shak-
ing bath. The resulting extract was filtered through paper.

ii) Low volume extraction (LVE): milled cork was distributed
into two 12 mL vials and 6 mL of ethanol added in each one.
Vials were immersed in an ultrasonic bath during 15 min
and then submitted to a strong shaking during 15 min. Sol-
vent was separated and another 4 mL of ethanol added for
a second extraction, and similar steps were followed. Total
extract (ca. 18 mL) was filtered through paper and concen-
trated up to ca. 2 mL in a rotary evaporator at 35 ◦C. Sev-
eral assays were previously conducted to test if significant
losses of these compounds takes place at this temperature
in a rotary evaporator (35 ◦C). No significant losses were
achieved in these experimental conditions.

To optimise time and number of extractions for the HVE
ethod several experiments were conducted. The samples (2 g

ork stopper spiked with 100 �L of standard solution) were
ubmitted to successive extraction steps. Then the solvent was
eparated, filtered through paper and recorded its volume. A
ubsequent SBSE and GC-analysis was performed. Thus for
very extraction we have a recovery value. Experiments were
onducted by triplicate.

(i) HVE procedure was followed using 75:25 ethanol–water,
extraction took place during 30 min in an ultrasonic bath
followed by 6 h in shaking bath. A second extraction was
performed in the same conditions and the third consisted of
30 min in ultrasonic bath and 12 h in shaking bath (short-
term extraction).

ii) HVE procedure was applied using 75:25 ethanol–water,
extraction was performed in different and successive steps
involving ultrasonic bath 30 min, shaking bath 6 h, ultra-
sonic bath 30 min, shaking bath 18 h. A second extraction
was performed in the same conditions (long-term extrac-
tion).

.4. Precision recovery studies

Cleaned cork stoppers were spiked by injecting three dif-
erent volumes (75, 100 and 125 �L) of a standard solution of
hloroanisoles and chlorophenols (Table 2). Spiked cork stop-
ers were stored at −20 ◦C during one night before processing.

.5. SBSE procedure

A 10 mm long stir bar coated with 0.5 mm PDMS layer
Twister, Gerstel, Müllheim an der Ruhr, Germany) was placed
nto a 11 mL glass vial containing: 1 mL of extract or standard
olution (calibration plots), 0.5 mL of ethanol, 8.5 mL of Milli-

water at pH 3.6 (adjusted with acetic acid) and 2 �L of IS
or quantification (3,4-dimethylphenol at 30 �g L−1). Ethanol
s preferred as solvent since less damage is produced to PDMS

wister. Final ethanol concentration must be under 15% (v/v)
ccording to manufacturer instructions.

pH is adjusted to 3.6 in order to facilitate the migration of
henols into the non-polar PDMS [3,4,19].The mixture was

w
a
v
c

a Amount added in �g g−1 of cork

tirred for 60 min at 700 rpm [4]. After sampling, the stir
ar was removed with tweezers, rinsed in Milli-Q water and
ried with a lintfree tissue paper. Finally, for thermal desorp-
ion (TD), the stir bar was put into a glass tube of 60 mm
n length, 6 mm o.d. and 4 mm i.d., which was placed in the
utosampler tray of the thermodesorption unit for GC–MS
nalysis.

.6. GC–MS equipment and chromatographic conditions

Gas chromatography analyses were performed with a 6890
gilent GC system coupled to a quadrupole mass spectrometer
gilent 5975inert and equipped with a Gerstel Thermo Desorp-

ion System (TDS2) and a cryo-focusing CIS-4 PTV injector
Gerstel).

The thermal desorption was carried out in splitless mode and
ith a flow rate of 75 mL min−1. Desorption temperature pro-
ram: 40 ◦C held 1 min, ramped at 60 ◦C min−1 to 250 ◦C held
or 5 min. The CIS-4 PTV injector, with a Tenax TA inlet liner,

◦
as held at −20 C with liquid nitrogen for total desorption time
nd then ramped at 10 ◦C s−1 to 290 ◦C and held for 3 min. Sol-
ent vent mode was employed for transfer of sample to analytical
olumn.
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Table 3
Comparison of extraction medium in high volume extraction experiments

Extraction media TA (%)a CA (%)a CP (%)a

100% ethanol 93 ± 14 100 ± 3 89 ± 16
75% ethanol:25% Milli-Q water 100 ± 5 91.6 ± 0.1 100 ± 6
50% ethanol:50% Milli-Q water 72 ± 27 77 ± 7b 68 ± 32
50% ethanol:50% Milli-Q water at pH 3.6 69 ± 12 66.9 ± 1.2b,c 68 ± 14

TA: total chromatographic area; CA: sum of chromatographic areas of chloroanisole compounds; CP: sum of chromatographic areas of chlorophenol compounds.
nfidence interval.

action medium.
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To optimise time and number of extractions two experiments
were conducted (short and long-term extractions). Results were
evaluated by means of recovery percentages (Table 4).
a Results are expressed as percentage with reference to the highest value ± co
b Significant differences compared with 100% ethanol extraction medium.
c Significant differences compared with 75% ethanol:25% Milli-Q water extr

An HP-5MS capillary column (30 m × 0.25 mm i.d. × 0.25
m film thickness, Agilent Technologies) was used. The carrier
as was He at a flow rate of 1.0 mL min−1.

Oven temperature program: 50 ◦C for 2 min, then raised to
10 ◦C at 25 ◦C min−1 (held 0.5 min), at a rate of 2.5 ◦C min−1

o 170 ◦C and to 310 ◦C at 25 ◦C min−1 (held for 3 min). The
uadrupole, source and transfer line temperatures were main-
ained at 150, 230 and 280 ◦C, respectively. Electron ionisation
ass spectra in the full-scan mode were recorded at 70 eV elec-

ron energy in the range 35 to 500 amu. All data were recorded
sing a MS ChemStation. Blank runs of empty glass tube were
one before and after each analysis. The identity of each com-
ound was assigned using the NIST library and quantification
y means of calibration plots of respective standards using their
haracteristic m/z values (Table 1).

. Results and discussion

Calibration plots were built with different standard solutions,
hich were submitted to SBSE. Concentration ranges for all

ompounds under study are shown in Section 2.1. Each level of
oncentration was analysed by triplicate. The correlation coef-
cients obtained ranged from 0.992 to 1.00, except for TrCP
hose value was 0.983 (Table 1).
Quantification (LOQ) and detection (LOD) limits were cal-

ulated with data generated in the calibration plots according to
iller and Miller [20] as indicated below (Table 1):

OD = 3 × Sa

b
, LOQ = 10 × Sa

b

here Sa is the standard deviation of the interception and b is
he slope of calibration straightline.

Two different extraction experiments named HVE and LVE
ere conducted. Their efficacy is evaluated by means of the fol-

owing: total chromatographic area (TA), total chromatographic
reas of chloroanisole compounds (CA) and total chromato-
raphic areas of chlorophenol compounds (CP).

In Table 3 there is a display of the results obtained with differ-
nt extraction media using the HVE procedure. Considering area
alues, ANOVA results and less consuming solvents, we hence
elected as extraction medium a mixture of 75% ethanol–25%
illi-Q water. Conversely, if we employ this medium (75%
thanol–25% Milli-Q water) and the resulting extract is concen-
rated by mean of a rotary evaporator, poorer results are obtained
Fig. 1).

F
H

ig. 1. Effect of the extract concentration in HVE extraction procedure (*The
xtract was concentrated in a rotary evaporator).

Fig. 2 shows results for both extraction methods (HVE and
VE). As can be seen, the highest figures for chromatographic
reas were obtained for HVE extraction. Therefore, the extrac-
ion method selected was HVE employing 75% ethanol–25%

illi-Q water.
ig. 2. Comparison of extraction method: LVE (low volume extraction) and
VE (high volume extraction).
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Table 4
Recovery values obtained when different time of extraction is applied

Compounds Mean recovery (%)

Short-term extraction Long-term extraction

First
extraction

Second
extraction

Third
extraction

Total First
extraction

Second
extraction

Total

2,6-Dichloroanisole (2,6-DCA) 51.8 ± 1.7 8.7 ± 1.1 – 60.4 ± 0.6 53.4 ± 0.9 11.9 ± 0.7 65 ± 2
2,4-Dichloroanisole (2,4-DCA) 57 ± 5 9.4 ± 1.0 – 66 ± 4 67.8 ± 1.7 15.8 ± 0.9 83.6 ± 1.6
2,4,6-Trichloroanisole (2,4,6-TCA) 54 ± 4 9.7 ± 1.3 2.9 ± 0.4 66.5 ± 2.2 53.3 ± 1.4 13.7 ± 1.3 67.0 ± 2.4
2,4,6-Trichlorophenol (2,4,6-TCP) 58 ± 5 – – 58 ± 5 121.3 ± 2.0 35.2 ± 2.1 156.4 ±
2,3,4,6-Tetrachloroanisole (2,3,4,6-TrCA) 57 ± 3 10.9 ± 1.3 – 68.3 ± 1.7 52.0 ± 2.8 15.2 ± 0.5 67 ± 3
2,3,4,6-Tetrachlorophenol (2,3,4,6-TrCP) 65 ± 3 10.5 ± 1.2 – 76 ± 4 66.9 ± 6.4 17.7 ± 2.1 84.6 ± 1.1
Pentachloroanisole (PCA) 46.2 ± 1.2 11.2 ± 0.5 – 57.4 ± 0.7 42.3 ± 3.4 15.6 ± 0.6 58.0 ± 0.5
Pentachlorophenol (PCP) 58 ± 5 8.6 ± 0.1 – 67 ± 2 87.4 ± 8.2 12.6 ± 1.4 100.0 ± 0.8
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indane (LIND) 64 ± 3 11.6 ± 1.9

: Value below limit of quantification.

Regarding the short procedure, the recovery coefficients
btained by the first extraction were similar to those found for
he long procedure for 2,6-DCA, TCA and PCA; higher for
rCA and lower for the remaining compounds. The amount
ecovered in the second extraction step ranged between 8.6 and
1.6% lower than that obtained for the long extraction method
11.9–35.2%). The last extraction step yields amounts below
uantification limits for most of the studied compounds.

As can be seen in the results for the second extractions the
emaining quantity of cloroanisoles and chlorophenols present
n cork stoppers is very low (most of the situations) and the time
equired to release them is higher (approximately 24 h).

Hence for an efficient extraction the second method (long
erm extraction) is preferred, as pointed out by several authors
6,7,11].

Regarding the shaking method, Juanola et al. [10] found that
rolonged shaking leads to better results than the ultrasonic bath.
ur results suggest that a combination of both techniques could
e the best choice.

Repeatability is calculated as the relative standard deviation
f five extraction at one level spiked cork stoppers (100 �L),

alues obtained range between 3% (PCA, TCA and TrCA) and
7% for PCP. These values are considered as suitable for the
orresponding analyte concentration under AOAC requirements
21].

e
v
y
O

able 5

ompound Thresholda

(ng L−1)
Corresponding amount in
a bottle of wineb (ng)

CA 4 3
CA 4000 3000
,3,4,6-TrCA 14 10.5
,4-DCA 400 300
,6-DCA 40 30
CP 350 262.5

a Thresholds references [4,11].
b Seven hundred and fifty millilitres of wine.
c Three grams cork stopper and a transference rate from cork stopper: 100%.
d Expected concentration quantified by the proposed method.
e LOQ corrected values calculated taking into account recovery percentage (Table
± 0.4 81.2 ± 1.4 70.2 ± 1.9 23.6 ± 0.3 93.7 ± 1.6

Finally, in these extraction conditions, recovery percentages
mean of values obtained for three spiking levels) were calcu-
ated (Table 2). Results show values ranging between 64.5%
TrCA) and 152% (TCP). Best recoveries were obtained for PCP
75%) and 2,4-DCA (80%). Lindane seems to be a suitable IS
f extraction, its recovery value meets the requirements of the
OAC for the concentration levels between 1 ppm and 100 ppb

20].
To our knowledge it is the first time that previous extrac-

ion and direct immersion SBSE technique is used to determine
hese compounds in cork stoppers. It is difficult to compare these
esults with other obtained by authors, since our method sup-
oses the spiking of cork material in the inner surfaces and has
he utility of evaluating potential migration to wine. In fact cer-
ain authors have reported that spiking the surface of cork may
ot reflect true recoveries from cork [22]. Sensibly higher recov-
ries are obtained in these cases [23].

If we take into account threshold values for these compounds
nd consider the minimum cork stopper contamination to pro-
oke a taint wine, we can estimate the validity of our method for
otential contamination diagnosis. When we compare (Table 5)

xpected values in contaminated stopper with our LOQ corrected
alues, we can see that all the compounds studied, except TCA,
ield concentration levels lower then those resulting in cork taint.
nly occasionally no more than 10% of these compounds are

Concentration in cork
stopperc (ng g−1)

Concentration in cork
stopperd (ng g−1)

LOQe

(ng g−1)

1 0.67 1.21
1000 500 13.6

3.5 2.24 2.02
100 80 3.19

10 6.5 2.40
87.5 133 2.15

2).



R.M. Callejon et al. / Talanta

Fig. 3. Chromatogram of merged characteristic ion (m/z) of each molecule of
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he extract from a spiked cork stopper sample with 75 �L of stock solution: (1)
S; (2) 2,6-DCA; (3) 2,4-DCA; (4) TCA; (5) TCP; (6) TrCA; (7) TrCP; (8) PCA;
9) PCP; (10) lindane. *Time unit: min.

eleased from cork to wine [24], the proposed is suitable since
llows their detection despite some low recoveries.

We can conclude that GC–MS coupled to SBSE with
previous extraction (HVE, 24 h) in the conditions above

escribed, allow to estimate the total content of chloroanisoles
nd chlorophenols in cork stoppers. Taking into account LOQ
nd recovery values obtained, it is possible to determine the
resence of these compounds in cork at very low levels (from
.2 ng g−1 for TCA to 23.03 ng g−1 for TrCP), except for PCP
ue to different polarities between PCP and polymethylsilox-
ne phase [4]. The advantage of the proposed methodology is
he possibility of determination of eight different compounds
chloroanisoles and chlorophenols) in a single run (Fig. 3). This
act points out that this method could be a useful tool for quality
ontrol in cork stopper industries.
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Chim. Acta 540 (2005) 17.
14] M. Riu, M. Mestre, O. Busto, J. Guasch, J. Chromatogr. A 977 (2002)

1.
15] O. Ezquerro, M.T. Tena, J. Chromatogr. A 1068 (2005) 201.
16] Y. Hayasaka, K. MacNamara, G.A. Baldock, R.L. Taylor, A.P. Pollnitz,

Anal. Bioanal. Chem. 375 (2003) 948.
17] R.F. Alves, A.M.D. Nascimento, J.M.F. Nogueira, Anal. Chim. Acta 546

(2005) 11.
18] E. Baltussen, P. Sandra, F. David, C. Cramers, J. Microcol. Sep. 11 (1999)

737.
19] E. Pfannkoch, J. Whitecavage, A. Hoffmann, Gerstel Appl. Note 2 (2001)

1.
20] J.C. Miller, J.N. Miller, Statistics for Analytical Chemistry, 3rd ed., Ellis

Horwood Limited, Chichester, 1993, p. 155.
21] AOAC, Peer Verified methods Program. Manual on Policies and Proce-

dures, AOAC, VA, 1993.
22] M.K. Taylor, T.M. Young, C.E. Butzke, S.E. Ebeler, J. Agric. Food Chem.
48 (2000) 2208.
23] M. Riu, M. Mestre, O. Busto, J. Guash, J. Chromatogr. A 1107 (2006)

240.
24] D.L. Capote, G.K. Shouroumounis, D.A. Barker, H.J. Mclean, A.P. Pollnitz,

M.A. Sefton, Aust. J. Grape Wine Res. 5 (1999) 91.



A

e
c
o
o
i
c
a
t
c
a
a
d
©

K

1

t
M
o
o
t
u
a
a
i
i

a

0
d

Talanta 71 (2007) 2029–2033

An electrochemical amplification immunoassay using bi-electrode
signal transduction system

Zhao-Peng Chen, Jian-Hui Jiang, Xiao-Bing Zhang, Guo-Li Shen, Ru-Qin Yu ∗
State Key Laboratory for Chemo/Biosensing and Chemometrics, College of Chemistry and Chemical Engineering, Hunan University, Changsha 410082, China

Received 10 May 2006; received in revised form 9 September 2006; accepted 19 September 2006
Available online 17 October 2006

bstract

An electrochemical immunoassay technique has been developed based on the sensitive detection of the enzyme-generated product with a bi-
lectrode signal transduction system. The system uses two separate electrodes, an immunoelectrode and a detection electrode to form a galvanic
ell to implement the redox reactions on two different electrodes, that is the enzyme-generated reductant in the anode region is electrochemically
xidized by an oxidant (silver ions) in the cathode apartment. Based on a sandwich procedure, after immunoelectrode with antibody immobilized
n its surface bound with the corresponding antigen and alkaline phosphatase conjugated antibody successively, the immunoelectrode was placed
n enzyme reaction solution and wired to the detection electrode which was immerged into a silver deposition solution. These two solutions are
onnected with a salt bridge. Thus a bi-electrode signal transduction system device is constructed in which the immunoelectrode acts as anode
nd the detection electrode serves as cathode. The enzyme bound on the anode surface initiates the hydrolysis of ascorbic acid 2-phosphate
o produce ascorbic acid in the anode region. The ascorbic acid produced in the anodic apartment is electrochemically oxidized by silver ions

oupled with the deposition of silver metal on the cathode. Via a period of 30 min deposition, silver will deposited on the detection electrode in an
mount corresponding to the quantity of ascorbic acid produced, leading to a great enhancement in the electrochemical stripping signal due to the
ccumulation of metallic silver by enzyme-generated product. Compared with the method using chemical deposition of silver, the electrochemical
eposition of silver on a separate detection electrode apartment avoids the possible influence of silver deposition on the enzyme activity.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The development of sensitive immunoassay and DNA assay
echniques has been a long-sought goal in biomedical studies.

any strategies have been proposed to enhance the sensitivity
f immuno or DNA sensing. Typical examples include the use
f gold nanoparticles as signal amplifier [1–7], the incorpora-
ion of silver staining into gold nanoparticle labeling [8,9] the
tilization of ferrocene capped gold nanoparticle tags [10], the
pplication of carbon nanotubes to load more enzyme labels
nd to accumulate enzyme-generated product [11] as well as the
mplementation of enzyme conjugate-catalyzed precipitation of

nsoluble products [12–15].

Enzyme conjugated biochemistry is routinely used as the
mplifier in electrochemical immunoassay. A common method

∗ Corresponding author. Fax: +86 731 8822577.
E-mail address: rqyu@hnu.cn (R.-Q. Yu).
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or electrochemical detection of enzymes is based on the voltam-
etric behavior of the enzyme-generated product. This method,

owever, is not sensitive enough for clinical diagnosis applica-
ions in some cases. Recently a novel method for electrochemical
etection of DNA hybridization was proposed based on chemical
ccumulation of silver metal by an enzyme-catalyzed product of
-aminophenol. The subsequent anodic stripping voltammetry
rovided a DNA detection method with high sensitivity [16].
he coupling of enzyme catalysis and metal deposition seems

o be a promising strategy for sensitive immunoassay. However,
he chemical deposition of metal on the transducer on which the
nzyme is present would block the catalytic centers of enzyme
olecules, hindering a continual accumulation of the metal. The

eavy metal ions coexisting in the substrate solution might also
nhibit the activity of the enzyme [17–19]. These factors may all

ead to a loss of detection sensitivity. On the other hand, the depo-
ition of metal on the transducer with immobilized biomolecules
akes it impossible to construct a renewable biosensor in which

he biointerface should be regenerated without loss of activity.
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To circumvent the aforementioned drawbacks associated
ith chemical deposition of silver metal, we have devel-
ped herein a sensitive electrochemical immunoassay technique
hat utilizes two separate electrodes, an immunoelectrode with
mmobilized antibody for antigen and antibody-enzyme con-
ugate recognition at the anode and a detection electrode for
lectrochemical deposition of silver as the cathode to form a
alvanic cell. The immunochemical recognition event between
uman IgG and goat anti-human IgG antibody is chosen as the
odel system to illustrate the proposed immunoassay approach.
fter the human IgG was sandwiched between the immobi-

ized antibodies and the ALP conjugated antibodies, the ALP
onjugated antibodies bound to the immunoelectrode surface
atalyzed the generation of ascorbic acid, which in turn was
xidized at the anode to dehydroascorbic acid while the silver
ons was reduced at the cathode. This resulted in silver deposi-
ion on the detection electrode, enabling a sensitive detection of
he immunorecognition event by stripping analysis.

. Experimental

.1. Reagents

Goat-anti-human IgG antibody (affinity purification), human
gG and anti-human IgG-alkaline phosphatase conjugate were
btained from Sino-Americal Biotechnology Company (Shang-
ai). Ascorbic acid 2-phosphate AA-p was purchased from
xpress Technology Co., Ltd. (Japan). Other reagents were of
nalytical purity, and doubly distilled water was used throughout
ll experiments.

.2. Apparatus

Electrochemical measurements were performed with a three-
lectrode system comprising a platinum foil as auxiliary elec-
rode, a saturated calomel electrode as reference electrode,
nd the glass carbon electrode or the carbon paste electrode
s working electrode. All electrochemical experiments were
erformed on CH660 electrochemical workstation (Shanghai
henhua Instruments, Shanghai) connecting with a personal
omputer.

.3. Immunoassay procedure

Carbon paste electrode was fabricated by pressing a mixture
f graphite powder and melting paraffin into a Teflon tube (6 mm
nner diameter). Before antibody adsorption, the carbon paste
lectrode was pretreated in 0.1 mol/l sodium hydroxide solu-
ion with a potential of 2.0 V versus SCE reference electrode for
0 min [20]. Then the electrochemically pretreated carbon paste
lectrode was exposed to 0.2 mg ml−1 anti-human IgG in tris
uffer (pH 7.4). Through 1 h incubation at room temperature, the
nti-human IgG were immobilized through passive adsorption,

nd an immunoelectrode was fabricated. After the immunoelec-
rode was immersed in 1% BSA for 30 min to block the non-
ccupied adsorption sites, the anti-human IgG modified carbon
aste electrode was exposed to human IgG solutions of different

A

C

Scheme 1. The bi-electrode signal transduction system.

oncentrations for 40 min at 37 ◦C, and subsequently contacted
ith 0.02 mg ml−1 anti-human IgG-alkaline phosphatase (ALP)

onjugate for 40 min at 37 ◦C. The human IgG was sandwiched
etween the immobilized antibodies and the ALP conjugated
ntibodies. To detect ALP bound on the immunoelectrode with
igh sensitivity, a novel bi-electrode signal transduction device
as designed. As shown in Scheme 1, after the immunoreac-

ions were completed, the immunoelectrode was immersed into
ml enzyme reaction solution (pH 9.0) composed of 80 mM
lycin and 1 mM ascorbic acid 2-phosphate. The immunoelec-
rode was wired to the detection electrode, which was a clean
lassy carbon electrode (4 mm in diameter) immerged in 1 ml
ilver deposition solution (pH 9.0) composed of 80 mM glycin
nd 1 mM AgNO3. These two solutions were connected with
salt bridge. Thus a bi-electrode signal transduction device
as constructed with the immunoelectrode as the anode and

he detection electrode as the cathode. The signal transduction
evice was maintained to work at 37 ◦C for a fixed time. Then,
he detection electrode was taken out of the cell and rinsed with
ater. Anodic stripping voltammetry (ASV) measurement was

pplied to the electrode in a solution of 0.6 M KNO3 and 0.1 M
NO3 with a scan rate of 100 mV/s to detect silver deposited on

athode.

. Results and discussion

It is well known, if a shiny piece of copper is placed into a
olution of silver nitrate, a spontaneous reaction occurs. Grayish
hite silver will deposit on the copper and the solution will turn
lue because of the oxidation of copper to ions(II). The redox
eaction can be described as follow:

Ag+ + Cu ⇒ Cu2+ + 2Ag

The same chemical reaction can occur and produce electricity
n a galvanic cell. A galvanic cell consists of two containers with
salt bridge between them. The two containers each encase the
alf-reactions of the equation above.
g+ + e− → Ag

u → Cu2+ + 2e−
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The electron flow from the anode to the cathode is what cre-
tes electricity, resulting in the deposition of Ag on anode. In
galvanic cell, the cathode is potential positive with respect to

hat of the anode.
In the present study, the interaction between antibody and

ntigen was measured indirectly via detection of enzyme labeled
ntibody after sandwich immunoreactions using a bi-electrode
ransduction system. In the system, the ALP bound on the
mmunoelectrode catalyzed the generation of ascorbic acid
hich was oxidized at the anode to dehydroascorbic acid while

he silver ions was reduced at the cathode, resulting in sil-
er deposition on the detection electrode. The ALP catalysis
21] and the electrochemical reactions can be expressed as
ollows:

scorbic acid 2-phosphate
ALP−→

pH 9.0
Ascorbic acid +phosphoric acid

Ascorbic acid → Dehydroascorbic acid + 2H+ + 2e−,

E0 = 0.390 versus NHE

g+ + e− → Ag, E0 = 0.7995 versus NHE

The deposited silver metal was measured by anodic stripping
oltammetry. Curves a–d in Fig. 1 depict the anodic stripping
oltammograms for determination of 0, 10, 100 and 1000 ng/ml
uman IgG obtained using the developed immunoassay tech-
ique with a deposition time of 30 min. The concentration of
A-p in enzyme reaction solution and the silver ions in silver
eposition solution were both 1 mM. Obviously, the presence
f human IgG results in the binding of ALP conjugated anti-
uman IgG on the immunoelectrode, producing relatively large
tripping currents (curves b–d). In contrast, with the immuno-

lectrode exposed to ALP conjugated anti-human IgG in the
bsence of analyte human IgG, only a small stripping current
s obtained due to non-specific adsorption of ALP conjugate
curve a).

ig. 1. The anodic stripping voltammograms obtained using the developed
mmunoassay technique with a deposition time for determination of different
oncentration of human IgG. (a) 0 ng/ml; (b) 10 ng/ml; (c) 100 ng/ml and (d)
000 ng/ml. The anode solution contained 1 mM of AA-p and the cathode solu-
ion had 1 mM AgNO3.
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ig. 2. Effect of AA-p concentration on ip. The deposition time is 15 min and
he concentration of Ag+ is 1 mM.

.1. Effect of the AA-p concentration

Since the amount of deposited silver metal on the detection
lectrode is depended on the amount of enzyme-generated ascor-
ic acid which is controlled by the concentration of AA-p, the
ependence of the amount of deposited silver metal on the con-
entration of AA-p should be investigated. As shown in Fig. 2,
ith a fixed deposition time of 15 min, the silver metal stripping

urrent for detection of 100 ng/ml human IgG increased with
he increase of the concentration of AA-p in enzyme reaction
olution up to 0.8 mM, and became stable for AA-p concentra-
ion over 0.8 mM (Fig. 2). As a result, an AA-p concentration
f 1.0 mM was selected in the subsequent work. No appreciable
tripping current was obtained in the absence of AA-p. This con-
rmed that sliver deposition is attributed to the enzyme-mediated
eneration of ascorbic acid.

.2. Effect of the deposition time

Obviously, the amount of silver metal deposited on the detec-
ion electrode is related to the deposition time. One can predict
hat more deposition time should result in more silver deposi-
ion. This would affect the sensitivity of the immunoassay and
hould be optimized. As shown in Fig. 3, the stripping current for
etermination of 100 ng/ml human IgG increases as the deposi-
ion time increases up to 20 min. With a deposition time more
han 30 min, the stripping current tends to level off, indicat-
ng that the enzyme activity becomes low and enzyme catalytic
eaction becomes very slow over 20 min. A deposition period of
0 min was adopted in this work to obtain a better reproducibility
ecause the effect of time under this condition is insignificant.

.3. Effect of the Ag+ concentration

To determination quantitatively the amount of the enzyme

ound on the immunoelectrode, the enzyme-generated ascor-
ic acid was measured by the amount of the deposited silver
n the detection electrode. Sufficient Ag+ should be added in
he cathodic solution to ensure ascorbic acid generated at the
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ig. 3. Effect of the deposition time on ip. The concentration of AA-p is 1 mM
nd the concentration of Ag+ is 1 mM.

mmunoelectrode to be electrochemically oxidized as quickly
s possible. Two different concentrations of Ag+, 1 mM and
0 mM, were investigated. The results showed that the strip-
ing currents had no obvious difference in these two condi-
ions. Then, Ag+ concentration of 1 mM was used for complete
xidation of ascorbic acid. No ascorbic acid remained in the
nzyme reaction solution was detectable with differential pulse
oltammetry or the bi-electrodes system in which the immuno-
lectrode was replaced by a glassy carbon electrode, evidenc-
ng that ascorbic acid generated at the immunoelectrode was
ractically completely oxidized by silver ions. This also indi-
ates 1 mM silver ions is sufficient to oxidize enzyme-generated
roduct.

.4. Detection of human IgG

Under the optimized conditions, the stripping current was
ynamically correlated to the concentration of human IgG. The
urrent showed a linear correlation to human IgG concentra-
ion in the range of 10–1000 ng/ml with a regression equation i
mA) = −0.338 + 0.66 log CIgG (ng/ml) (r = 0.9963). The detec-
ion limit was 3.6 ng/ml. The sensitivity of this immunoassay
echnique was comparable to those for the immunosensors based
n iridium oxide matrices [22] and the immunoassay using of
anoparticles as amplifier [4].

. Conclusion

We have developed a new immunoassay technique that using
bi-electrode signal transduction device where the reductant

atalytically generated by enzyme bound on the anode elec-
rochemically initiates the deposition of silver metal on the
athode. The developed immunoassay technique embodies sev-
ral attractive features. First, the accumulation of the enzyme

onjugate-catalyzed product in a relatively long period via the
ilver deposition enables a highly sensitive stripping analysis of
he metal in a relative short time, thereby offering a substantial
ignal amplification of the immunorecognition events. Second,

[

[
[

1 (2007) 2029–2033

ompared with the procedure based on chemical deposition of
ilver, the silver deposition on a separate detection electrode
nstead of the immunoelectrode itself circumvents possible influ-
nce of silver deposition and heavy metal ion inhibitors on the
nzyme activity. Finally, the deposition of silver on the sepa-
ate detection electrode instead of the immunoelectrode makes
t possible to fabricate renewable immunosensors by regenerat-
ng the immunoelectrode under mild conditions [23–25].

To our knowledge, this is the first report demonstrating the
mplementation of a bi-electrode signal transduction system for
ensitive immunoassay. The device can also be applied for sen-
itive detection of ascorbic acid, hydroquinone, aminophenol or
ther reductants, which, in some sense, can be regarded as the
tripping voltammetry for detecting organic substance. Some
reliminary experiments showed that ascorbic acid as low as
0−7 M could be detected using this device, which is more sen-
itive than some other electrochemical methods for ascorbic
cid detection [26,27]. It was expected that this device would
old great promise in detecting enzyme-catalyzed products for
mmunoassay.
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bstract

A microfabricated thin glass chip for contactless conductivity detection in chip capillary electrophoresis is presented in this contribution. Injection
nd separation channels were photolithographed and chemically etched on the surface of substrate glass, which was bonded with a thin cover glass
100 �m) to construct a new microchip. The chip was placed over an independent contactless electrode plate. Owing to the thinness between channel
nd electrodes, comparatively low excitation voltage (20–110 V in Vp–p) and frequency (40–65 kHz) were suitable, and favorable signal could be
btained. This microchip capillary electrophoresis device was used in separation and detection of inorganic ions, amino acids and alkaloids in
moorcorn tree bark and golden thread in different buffer solutions. The detection limit of potassium ion was down to 10 �mol/L. The advantages

f this microchip system exist in the relative independence between the microchip and the detection electrodes. It is convenient to the replacement
f chip and other operations. Detection in different position of the channel would also be available.

2006 Elsevier B.V. All rights reserved.

eywords: Micro-total analysis systems (�-TAS); Microchip; Contactless conductivity detection; Capacitively coupled contactless conductivity detection; High
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. Introduction

In recent years, the multidisciplinary field micro-total anal-
sis systems (�-TAS) or lab-on-chip (LOC) has received much
ttention. Many research efforts were poured in due to its advan-
ages, such as high degree of integration, remarkable sensitivity,
ow reagent consumption and short separation time, so an intense
ctivity has taken place in this field. It is a challenge to find
ensitive, selective and universal detection methods for �-TAS
dapting to the development of the recent microchip capillary
lectrophoresis study except the expensive and complicated

aser-induced fluorescence (LIF) detection [1] and mass spec-
rum (MS) detection. Electrochemistry detection (ECD) offers
reat promise for such microsystems, as well as its low cost
nd ease of miniaturization due to the inherent characters. ECD

∗ Corresponding author. Tel.: +86 20 8836 4586; fax: +86 20 8733 0558.
E-mail address: chenzg@mail.sysu.edu.cn (Z. Chen).
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oi:10.1016/j.talanta.2006.08.040
ncludes amperometry, conductimetry, potentiometry detection
2–4]. On one hand, the electrochemical reactions of amperome-
ry and potentiometry take place at the electrodes surface, which
ead to higher selectivity than conductimetry. On the other hand,
he origin of selectivity makes them hard to fit the measured
ystem. However, although both amperometry and potentiom-
try detections have remarkable sensitivity, the former only
etects the electrochemically active compounds while the latter
s restricted by the electrodes. Conductimetry is comparatively
imple and sensitive, which theoretically can be applied to all
harged analytes, especially for small inorganic ions and organic
ons which have low electrochemical activity for amperometry
etection or weak optical absorbance for optical measurements.
t also has the potential application in environmental analysis,
ood analysis, and in various samples, like urine, serum,
aliva, herb extracts. Hence, it has become one of the most

ttractive assay methods in analytical chemistry. Conductimetry
etection can be classified into contact [3,5] and contactless
oscillometric) modes [6–9]. In contact mode the galvanic elec-
ricity comes into contact with the electrodes and electrolyte,
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hereas contactless mode the electrodes are insulated from the
lectrolyte.

Although contact conductimetry is comparatively sensitive,
he contact between the electrolyte solution and the electrodes
nduces a lot of potential problems, such as bubble generation,
lectrode degradation and undesirable crosstalk. Therefore, con-
actless conductimetry has been paid close attention because it
ffers distinct advantages, the effective isolation between the
lectrodes and the electrolyte, simple construction, convenient
anipulation and so on. The contactless conductivity detection

ncludes jegger coupling [6] and capacitive coupling [10,11],
ut only the latter has been applied in microchip up to now.

Wang and his co-workers [12] reported an integrated con-
actless conductivity detection microchip system in which two
pposite aluminum film electrodes were pasted outside a poly-
ethylmethacrylate (PMMA) chip with the distance from the

lectrodes to the channel exceeded to 125 �m. The separation
f four cations as well as five anions was performed. With an
perating frequency of 200 kHz and excitation voltage of 5 V
in Vp–p), detection limit was down to 2.8 �mol/L for potas-
ium. They also used their contactless conductivity detection of
icrofluidic device to separate four kinds of organophosphonate

erve agent degradation products [13] and for fast measure-
ent of low-explosive ionic components [14]. Afterward, they

sed polished 150 �m thick cover plate on glass microfluidic
hip in contactless conductivity detection microchip device to
onitor aliphatic aminies in UV-absorbing solvents (dimethyl-

ormamide, dimethylacetamide, dimethyl sulfoxide, or propy-
ene carbonate media) [15]. The same glass chip was used
o in the simultaneous contactless conductivity detection and
mpperometric measurement detection device [16]. They [17]
ave actualized a movable contactless conductivity detection
ystem for microchip capillary electrophoresis, which could
etect the signal at different points along the separation chan-
el. The 1 mmol//L ammonium, methylammonium and sodium
ere detected with sine waveform at 200 kHz and 5 V (Vp–p).
Relatively recently, the development of microfabrication

echniques made it comparatively easy to integrate the elec-
rodes into the channels, or deposit the electrodes nearby the
hannel. Several research groups have used this technology
n the contactless conductivity detection. Laugere et al. [18]
ut a thin aluminous layer directly into the channel. In their
apers a 30 �m thick silicon carbide was used to meet the
nsulation between the electrodes and the analytes. The detec-
ion was carried out with the operating frequency lower than
0 kHz. They [19] also designed an integrated four-electrode
ontactless conductivity detection microchip system: the silver
lectrodes covered by 30 nm silicon carbide were mounted inside
he glass microchannel. The detection was made of two or four
lectrodes, and detection limit for potassium reached 5 �mol/L
t the optimal measurement frequency of 100 kHz and excita-
ion voltage of 5 V (in Vp–p). Lichtenberg et al. [20] placed the
latinum in the separation channel, with the distance between

he electrodes and buffer electrolyte of 10–15 �m. They used

frequency of 58 kHz and maximum output voltage 15 V (in
p–p) and the limit of detection for potassium was 18 �mol/L.
anyanyiwa and Hauser [21] placed 0.5 mm width and 5 mm

c
d
m
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ength sliver electrodes into troughs with the distance to the
hannel of 200 �m. Better sensitivity was obtained by using an
lternating current excitation voltage of 500 V (in Vp–p) and a
requency of 100 kHz. The detection of small inorganic ions,
eavy metal, citric, lactic acids, three antiinflammatory nons-
eroid drugs, 4-acetamidophenol, ibuprofen and salicylic were
emonstrated.

Subsequently, Tanyanyiwa and Hauser [22] used a polymeric
lanar microchip device and placed the electrodes on the chip
older to construct external electrodes for contactless conduc-
ivity detection measurement. A thin PMMA foil of 100 �m
llowed the channel close coupling to the electrodes. Sine wave
f 100 kHz and high excitation voltage of 500 V (in Vp–p) were
sed to detect alkali, heavy metal ions, as well as inorganic
nions and carboxylates. The detection limits were found to be
–5 �mol/L for inorganic ions and 5–50 �mol/L for the organic
pecies. Some further applications were demonstrated in their
ubsequent work, such as the analysis of basic drugs (physiolog-
cally active amines and b-adrenergic blocking agents) [23], the
etection of human immunoglobulin M (IgM) [24], the anal-
sis of beverages [25] and the determination of vitamine and
reaevatives [26].

Generally, the thinner the insulating layer, the greater capaci-
ance between solution and electrodes, and the stronger alternat-
ng current passed the solution. For the glass-based microchip,
t means that the thin cover glass plate in the chip would make it
ossible to monitor the signal accurately and easily in contact-
ess conductivity detection. Hence, this paper presents a new
ontactless conductivity detection device with thin microfabri-
ated chip, in which the chip and electrodes are independent
nd replaceable. The usage of this device, to some extent, would
nhance the power and scope of microfluidic analytical devices.

. Experimental

.1. Reagents and solutions

All the amino acids were purchased from Shanghai Bio Life
cience & Technology Co. Ltd. (Shanghai, China) and used
ithout further purification. 2-(N-Morpholino)ethanesulfonic

cid (MES) was obtained from AMRES Co., Hong Kong. Other
eagents in the grade of analytical reagent were purchased from
uangzhou Chemical Reagent Co. (China). All stock solu-

ions and buffer solutions were prepared with redistilled water,
egassed by ultrasonication and filtered through 0.2 �m nylon
lters prior to use. Stock sample solutions of amino acids,
otassium and magnesium, were prepared in a concentration of
0 mmol/L by redistilled water. Their operation solutions were
iluted to suitable concentrations with redistilled water.

.2. Apparatus

.2.1. Device fabrication

The homemade microchip capillary electrophoresis system

onsisted of a high voltage supplier, a contactless conductivity
etector and a thin microchip. The high voltage supplier was
ade of piezoelectric ceramics which provided a potential of
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Fig. 1. Schematic illustration for glass microchip system. (A) Etched substrate glass; (B) thin cover glass; (C) contactless electrode plate; (D) contactless conductivity
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lectrode; (g) shielding (earth) electrode; (h) output electrode; (i) input electrode
djustor; (m) excitation amplitude adjustor; (n) baseline adjustor; (o) rectangle

onstant direct current of 100–500 V for injection and a potential
f constant direct current or pulse of 500–5000 V for separation,
escribed in detail in our previous literature [27]. The con-
actless conductivity detector provided three waveforms (sine,
quare, and triangle) with oscillation frequency of 0–300 kHz
nd oscillation voltage of 0–300 V (in Vp–p) [28]. The detector
as connected to a personal computer with an A/D converter

model PCL-711B, EVOC, Taiwan). The construction of this
ystem was showed in Fig. 1. Parts A and B were combined into
he thin glass chip. Part C was the contactless electrode plate and
art D was the detector shielding in iron box which consisted of
xcitation signal source, converter, amplifier and rectifier.

.2.2. Thin glass microchip
In the procedure, two microfluidic channels were pho-

olithographed and chemically etched onto a 1.6-mm thick × 20-
m wide × 60-mm long substrate glass (Fig. 1A, type SG2506

lass substrate with chromium and AZ1805 photoresist coating
as obtained from Shaoguang Microeletronics Corp. (Chang-

ha, China)), of which one was separation channel (a-d-e) with
0 �m in width, 30 �m in depth, 40 or 90 mm in effective length,
he other was injection channel (b–c) with the same width and
epth as the separation channel. Then the etched substrate glass
as bonded with a thin cover glass in 100 �m of thickness

Fig. 1B). Two glass plates (A and B in Fig. 1) were combined
nto a glass-based chip in the process described previously by
in et al. [29]. Briefly, a net work of microfluidic channels was
esigned with a CAD program. This design was transferred onto
sheet of film by a high-result ion laser setter. The film was

sed as a mask for ultraviolet exposure in the photolithographic
rocedure, a suitable Cr was used as a sacrificial mask, and

he microchannels were etched into the plate in a well-stirred
ath containing dilute HF/NH4F. Four 1.2-mm-diameter access
oles were drilled on the etched plate at channel terminals using
n emery drill-bit, forming four reservoirs, and then the sub-

d
c
o
b

ple waste reservoir; (d) separation channel; (e) buffer waste reservoir; (f) input
nal; (j) shielding electrode terminal; (k) output electrode terminal; (l) frequency
per).

trate glass and the cover glass were rigorously cleaned and
rought into close contact with each other in the redistilled water,
nd after that the glass were put into the vacuum drying oven.
he temperature increased by 10 ◦C/min to 580 ◦C, after 3 h
ecreased temperature to the room temperature with the same
peed.

.2.3. Contactless electrodes manufacture
The contactless electrodes were designed as showed as in

ig. 1E. Both electrodes (f) and (h) were 2.0 mm of width in
eparation channel direction. The distance between the two elec-
rodes was 0.6 mm. In the middle of two electrodes was a 0.2 mm
ide copper line which was connected to earth to decrease noise

evel. The shape of electrodes was printed on the surface of cop-
erplate with ink to protect the copper of electrodes parts, and
hen the copperplate was dripped into a solution of 20% ferric
hloride and 10% hydrogen peroxide. After 1 h the copperplate
as taken out to be rinsed. There were two copper areas (the area

round the electrodes and a rectangle area part (o) in Fig. 1 were
esigned to make sure of the consanguineous contact between
he microchip and electrodes. Three wires ((i)–(k) in Fig. 1) were
onnected to contactless conductivity detector. In this way the
ength of the wires was minimized, which could diminish the
ources of noises.

.2.4. Electronic circuit
The fundamental principle of contactless conductivity

etection is that the excitation signal coupled with the solution
n channel through the insulating layers, the monitored current
as a linear relation to the electric conductance of the solution.
he electric equivalent circuit of the contactless conductivity

etection system was shown in Fig. 2. When the alternating
urrent signal generated by excitation signal source (ES) acted
n the input electrode, the signal overcame the capacitance
etween electrode and solution, and the resistance of solution in
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Fig. 2. Electric equivalent circuit of the contactless conductivity system. CH:
channel in the chip; R and C1: resistance and capacitance of the electrolyte
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Fig. 3. Effects of the applied waveforms on the detected signal of 2 mmol/L
glycine and 2 mmol/L glutamic acid. (a) Sine wave; (b) square wave; (c) trian-
gular wave. Operation conditions: detect at 60 kHz; injection for 0.2 kV at 10 s;
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olution in the zone between two electrodes; C2 or C3: capacitance between
lectrode and solution; C4 or C5: capacitance between electrode and earth; ES:
xcitation signal source; CV: current-to-voltage converter; AR: absolute rectifier.

he zone between two electrodes. The weak current signal that
eached the output electrode was converted into voltage to be
mplified.

.3. Electrophoresis procedures

Prior to use, the channels were flushed with 0.1 mol/L sodium
ydroxide aqueous solution, redistilled water, and running buffer
or 10, 10, and 15 min, respectively. Reservoirs (a), (c), and (e)
Fig. 1) were filled with electrophoretic running buffer solu-
ion, while reservoir (b) (Fig. 1) was filled with sample solution.
he injection was performed by applying 0.2 kV between the
ample reservoir (b) and sample waste reservoir (c) for 20 s
or the first time to facilitate the filling of the injection chan-
el (between (b) and (c) in Fig. 1), but subsequent injection
t 0.2 kV for 10 s. These operations could transport the sample
nto the separation channel through the intersection. Separations
ere done by switching the high voltage and applying a poten-

ial of 1.5 kV. Before the second cycle, the microchannels were
reated sequentially with 0.1 mol/L sodium hydroxide for 5 min,
edistilled water for 10 min and then flushed with running buffer.
t the end of the day the chip channels were filled with redistilled
ater so as to prevent clogging of the microchip.

. Results and discussion

.1. The optimization of the operating parameters

.1.1. Waveform
Compared the electrophoregrams (Fig. 3) obtained by using

f sine wave (a), square wave (b) and triangular wave (c) at
requency of 60 kHz and excitation voltage of 30 V (in Vp–p),
espectively. The sine wave offered the most favorable signal-to-
oise ratio. The square wave led to distortion and broadening of
he sample peaks and also resulted in larger noise level. The sen-

itivity of triangular wave for glycine and glutamic descended,
lthough the baseline was comparatively stable. Wang’s group
13] has done the same experiment: the effect of sine, square and
riangle waveforms were studied and the results showed that the

t
2
f
e

eparation voltage: 1.5 kV; excitation voltage amplitude: 30 V; running buffer:
0 mmol/LMES–10 mmol/L His; effective separation channel length: 40 mm.
eak assignments: (1) glycine, (2) glutamic acid and (3) switch mark.

ine wave offered the most favorable signal-to-noise character-
stics.

As far as high sensitivity and stable response were concerned,
ll subsequent experiments employed sine wave.

.1.2. The distance between electrodes
The glycine (1) and glutamic (2) were separated with different

imension electroses plate using a 10 mmol/L MES–10 mmol/L
isat (pH 6.1). An electropherogram of the two ions at 2 mmol/L
ith 1.5 kV was shown in Fig. 4. As expected, increasing the dis-

ance from 0.6 to 1.8 mm increased the peak width at half height
W1/2) of glycine (1) and glutamic (2) from 1.7 to 1.9 s and from
.2 to 3.6 s, respectively (Fig. 4, inset). Obviously the resolution
ecreased from 1.71 to 1.06. Therefore, the subsequent experi-
ent chose the electrodes (f) and (h) were 2.0 mm of width in

eparation channel direction, the distance between the two elec-
rodes of 0.6 mm. In the middle of two electrodes was a 0.2 mm
ide copper line which was connected to earth.

.1.3. Frequency
As expected, the response of the contactless conductivity

etection highly depended on the frequencies applied. The influ-
nce of the applied frequency to the peak area was shown in
ig. 5(a). When the frequency adjusted from 10 to 180 kHz,
he experiment results shown that at the frequencies lower than
0 kHz, detection was no longer possible; there was no response
or any running buffer or samples. While the frequencies were
nhanced from 20 to 40 kHz, the response was increased sharply,
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ig. 4. Influence of the distance between electrodes. Other operation conditions
ere the same as in Fig. 3. Peak assignments: (1) glycine, (2) glutamic acid and

3) switch mark.

nd the tendency got close to straight line, but from 40 to 65 kHz
he peak area retained stably. The signal-to-noise ratio (Fig. 5(b))
ad the same tendency as the frequencies before 65 kHz, and then
oth of them descended slowly. If the frequencies were higher
han 160 kHz, it was too hard to distinguish the noise and signal.
ence, the optimal frequencies could be from 40 to 65 kHz.

.1.4. Excitation voltage amplitude
The effect of applied excitation voltage on the peak area and

ignal-to-noise ratio were illustrated in Fig. 6(a) and (b), respec-

ively. The peak area versus the excitation voltage in the range
rom 15 to 230 V (in Vp–p) was plotted. The response for potas-
ium ion increased nearly linearly with the excitation voltage
mplitude from 20 to 170 V (in Vp–p). When voltages were lower

ig. 5. Influence of frequency to peak area (a) and signal-to-noise ratio (b) upon
he response for 500 �mol/L potassium. Operation conditions—running buffer:
0 mmol/L borax–10 mmol/L SDS, other conditions were the same as in Fig. 3.
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ig. 6. Influence of excitation voltage amplitude to peak area (a) and signal-
o-noise ratio (b) upon the response for 500 �mol/L potassium ion. Operation
onditions: frequency 45 kHz, other conditions were the same as in Fig. 4.

han 20 V, there was no response for potassium ion. Fig. 6(b)
hows that: when the excitation voltage amplitude was 20–110 V
in Vp–p), the signal-to-noise ratio steadily increased, and when
he excitation voltages were higher than 110 V (in Vp–p), the peak
reas continued to increase. However, the high voltages induced
eak distortion and baseline drift. These data demonstrated that
omparatively lower excitation voltages (from 20 to 110 V in
p–p) could offer favorable response characteristics.

As far as well-defined and stable response were concerned,
ll subsequent experiments employed excitation voltage of 30 V
in Vp–p), as mentioned above, which could offer the favorable
esponse characteristics in safe voltage.

.1.5. Separation voltage
From Fig. 7(A), it could be seen that when the applied sepa-

ation voltages were less than 1.0 kV, there were comparatively
mall current responses. The peak height increased steadily
rom 0.66 to 3.5 kV. While the separation voltages were higher
han 3.5 kV, the curtailment of retention time resulted in the
malgamation of two peaks. Although the detection sensitivity
as increased throughout the whole voltage range, the back-
round noise level rose slowly with the increase of separation
oltage. When we took into account the signal-to-noise ratio
nd reproducibility, experimental data showed that detection
t 1.5 kV was much better than at other voltages. To obtain

reproducible detection with high sensitivity, 1.5 kV was
elected as the optimal separation voltage in the following
xperiments.

Influence of separation voltage to current and retention time
pon the response for 500 �mol/L potassium was shown in
ig. 7(B)(c) and (d), respectively. The tendency of current (c)
ollowed Ohm law. The equation was i = −4.02 + 16.7E, with
orrelation coefficient of 0.9990. As increased the separation
oltage from 1.1 to 3.5 kV, the current increase from 15.0

o 55.0 �A. The linear equation for separation voltage versus
etention time was t = 34.6 − 16.0E + 2.06E2. With the increase
f separation voltage, the retention time curtailed from 18
o 4 s.
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ig. 7. (A) Influence of separation voltage to peak height (a) and signal-to-noise
oltage to current (c) and retention time (d) upon the response for 500 �mol/L p

.2. Reproducibility

The reproducibility of the detector was tested by 10 consecu-
ive runs. For each run, a sample containing 500 �mol/L potas-
ium and magnesium was injected. Buffer solution of 20 mmol/L
orax–10 mmol/L SDS was used as background electrolyte. The
njection voltage was 0.2 kV for 10 s and the separation voltage
as 1.5 kV. The measurements were carried out at the optimal

requency of 60 kHz and excitation voltage of 30 V (in Vp–p). The
elative standard deviations of peak area were 1.98% and 2.02%
or potassium and magnesium, respectively. Detection limit of
0 �mol/L for potassium was obtained (detection limit defined
s three times of the baseline noise-level). The stability of the
esponse was partly attributed to the usage of comparatively
ower excitation voltages and frequencies, and partly profited
rom the contactless conductivity itself.

.3. Linearity
The linearity of the detector was demonstrated by inject-
ng potassium and magnesium at concentrations ranging from
.02 to 1.2 mmol/L. The sample solution was injected at 0.2 kV
or 10 s, separated in the channel of 40 mm (effective length)

a
b
M
d

ig. 8. (A) Separation of glycine, histidine, lysine and glutamic acid (2.5 mmol/L each
0 mm in length. Other conditions were the same as in Fig. 5. (B) Separation of berbe
etermination of alkaloids was shown in amoorcorn tree bark (b) and golden thread (c
2) jateorrhizine and (3) H2O.
b) upon the response for 500 �mol/L potassium ion. (B) Influence of separation
ium ion. Operation conditions were the same as in Fig. 5.

ith the buffer solution of 20 mmol/L borax–10 mmol/L SDS
t the separation voltage of 1.5 kV, and detected at the excita-
ion voltage of 30 V (in Vp–p) and the frequency of 45 kHz. The
orrelation coefficient was 0.9997 and 0.9989 for the potassium
nd magnesium, respectively.

.4. Separation of amino acids and alkaloids

The eletrophoretic separations of glycine, histidine, lysine
nd glutamic acid were performed in the buffer solution of
5 mmol/L MES and 15 mmol/L His. The injection was done at
.2 kV for 10 s and the separation at 1.5 kV. The effective separa-
ion channel was 90 mm long. The measurements were recorded
t the optimal frequency 60 kHz and an excitation voltage of
0V (in Vp–p). The four amino acids were completely separated
ithin 90 s (shown in Fig. 8(A)). It can be seen that the 90 mm

ength of separation channel prolonged the retention time, so the
and-broadening of glutamic acid was evident. The separation
f berberine and jateorrhizine reference substance (Fig. 8(B)(a))

nd extracts from traditional Chinese drug in amoorcorn tree
ark (b) and golden thread (c) were determined. A 20 mmol/L
ES–20 mmol/L His buffer was used. The other operating con-

itions were the same as those in the amino acids separation.

), running buffer 15 mmol/L MES–15 mmol/L His, effective separation channel
rine and jateorrhizine (contains 600 �mol/L reference substance each (a)), the

) running buffer 20 mmol/L MES-20 mmol/L. Peak assignments: (1) berberine,



1 ta 71

4

p
d
t
(
i
l
t
m
t
e
e
d
n
i
A
d
a
t

A

d
i
H

R

[

[

[

[

[

[
[
[
[

[
[

[
[

[
[

[
[

950 Z. Chen et al. / Talan

. Conclusions

The new microfabricated thin glass-based chip, electrodes
late and contactless conductivity detection device have been
emonstrated, which can offer three waveforms with oscilla-
ion frequency of 0–300 kHz and oscillation voltage of 0–300 V
in Vp–p). The advantages of this system exist in the follow-
ng: it can work in lower optimal frequencies of 40–65 kHz and
ower excitation voltages of 20–110 V (in Vp–p). In contrast with
he devices whose electrodes were embedded or attached to the

icrochip [12,21], this system was of a significant simplifica-
ion. The application of comparatively lower frequencies and
xcitation voltages not only yields better sensitivity but also
nsures the stabilization of baseline. Because of the indepen-
ence between the microchip and electrodes, it is very conve-
ient for the replacement of chip and other operations. Detection
n different positions of the channel would be also available.
s expected, the glass microchip and electrodes assured a long
evice lifetime. They can be used for 3 months without notice-
ble degradation of the detected response, which could promise
he lasting and reproducibility of the results.
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26] W.S. Law, P. Kubáň, J.H. Zhao, S.F.Y. Li, P.C. Hauser, Electrophoresis 26
(2005) 4648.
27] Z.G. Chen, L.S. Wang, J.Y. Mo, Chem. J. Chin. Univ. 25 (Suppl.) (2004)

26.
28] Z.G. Chen, J.Y. Mo, Chem. J. Chin. Univ. 23 (2002) 801.
29] X.F. Yin, H. Shen, Z.L. Fang, Chin. J. Anal. Chem. 31 (2003) 116.



A

fi
w
A
w
©

K

1

n
s
e
w
o
f
d
fi
p

o
t
t
m
r
m
a

7

0
d

Talanta 71 (2007) 1981–1985

CSE–MECC two-dimensional capillary electrophoresis analysis of
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bstract

Two-dimensional capillary electrophoresis was used for the separation of proteins and biogenic amines from the mouse AtT-20 cell line. The

rst-dimension capillary contained a TRIS–CHES–SDS–dextran buffer to perform capillary sieving electrophoresis, which is based on molecular
eight of proteins. The second-dimension capillary contained a TRIS–CHES–SDS buffer for micellar electrokinetic capillary chromatography.
fter a 61-s preliminary separation, fractions from the first-dimension capillary were successively transferred to the second-dimension capillary,
here they further separated by MECC. The two-dimensional separation required 60 min.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Capillary electrophoresis is an interesting separation tech-
ique for the characterization of proteins. However, the small
ample volume and small optical path length used in capillary
lectrophoresis results in poor concentration detection limits,
hich prohibits the use of CE for separation and determination
f trace-level proteins in many biological samples. Recently, a
ew techniques have been developed to improve concentration
etection limits for CE, such as isotachophoresis [1], field ampli-
cation [2], and on-capillary concentration using a small pore
lug [3].

Alternatively, improved detection limits are produced by use
f laser induced fluorescence detection of native and deriva-
ized proteins [4–10]. Native fluorescence is usually based on
ryptophan, which is a rare amino acid in most organisms, has

odest molar absorptivity and fluorescence quantum yield, and

equires excitation in the ultraviolet with expensive and tempera-
ental lasers. In contrast, derivatization can target the relatively

bundant lysine residues to produce strongly fluorescent prod-
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ct. However, derivatization is not straightforward for analysis
f trace proteins because excess derivatizing reagent and the
resence of fluorescent impurities can interfere with the separa-
ion. Also, incomplete labeling of reaction sites results in com-
lex electropherograms generated by multiple reaction products
11,12]. Fluorogenic reagents have proven useful for protein
nalysis [13]. These reagents are not fluorescent until they react
ith a primary amine; they generate low background signals

ompared to traditional fluorescent derivatizing reagents. We
ave exploited 3-(2-furoyl)quinoline-2-carboxaldehyde (FQ) to
enerate highly fluorescent proteins that are separated efficiently
hen used a buffer system that contains an anionic surfactant,
ithout noticeable band-broadening due to multiple labeling [9].
While providing rapid analysis of the protein in biological

amples, one-dimensional separations are inherently limited in
heir resolution of complex mixtures. Fortunately, that resolution
an be increased by combining two or more separation methods.
s Giddings pointed out, the spot capacity of a multidimen-

ional separation is given by the product of the peak capacity for
he one-dimensional separations, assuming that the separations
re not correlated [14]. A number of two-dimensional capillary
lectrophoresis methods have been developed for separation of

omplex protein mixtures [15–17].

AtT-20 is a mouse tumor cell line. These cells secrete �-
ndorphin and ACTH and have served as a useful model for
tudying neuropeptide synthesis, transport, and release [18–20].
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trong evidence has been presented that these cells have many
nzymatic and structural features common to neuropeptide
ecreting neurons [21]. Mackie et al. reported the transfection
f the AtT-20 cell line with the rat cannabinoid (CB1) recep-
or [22]. This transfected cell line (AtT-20, CB1) was used as
model for studying �9-tetrahydrocannabinol (THC) induced

hanges in protein profile in neurons.
We have employed capillary electrophoresis to investigate the

ub-cellular localization of components in this cell line [23]. Our
rst generation separation of components from the AtT-20 cell

ine employed relatively low electric fields, and the separation
equired over 3 h. In this paper, we now report an improved
eparation for this cell line that requires 60 min for completion.

. Materials and methods

.1. Reagents

Unless otherwise stated, all chemicals were obtained from
igma (St Louis, MO). 3-(2-furoyl)-quinoline-2-carboxal-
ehyde (FQ) and potassium cyanide (KCN) were purchased
rom Molecular Probes (Eugene, OR, USA). UltraTrol dynamic
re-coatings were purchased from Target Discovery Inc. (Pal
ito, CA, USA). FQ solution was prepared with HPLC grade
ethanol (Fischer Sci., Houston, TX, USA). Stock solu-

ions of 2-(N-cyclohexylamino)ethanesulphonic acid (CHES),
ris[hydroxymethyl]aminomethane (TRIS), sodium dodecyl
ulfate (SDS) were made by dissolving appropriate amounts of
eagents in nanopure (Barnstead, Dubuque, WI) distilled water.
ll chemicals were of analytical reagent grade and were used

s received. All solution and buffer were prepared in nanopure
istilled water.

Separation buffers were made by mixing aliquots of stock
olutions (0.2–0.5 M) and nanopure distilled water. pH was
djusted by adding 0.5 M NaOH or 0.5 M HCl. The buffer
olutions were then filtered through a 0.22-�m membrane fil-
er (Millipore Corporation, MA) to remove particulates. Finally
he buffer solution was degassed before use by sonication for
0 min. Sieving matrices for capillary sieving electrophore-
is experiments were prepared by dissolving dextran (513 kDa
r 100–200 kDa) in the CSE buffer. Any insoluble particles
ere removed by spinning the CSE buffer using a centrifuge

15,000 rpm, 20 min).

.2. Two-dimensional CE-LIF instrument and data
rocessing

Our two-dimensional capillary electrophoresis instrument
mploys a post-column sheath flow laser induced fluorescence
etector as described elsewhere [15,17,23–26]. A 29.8 mW,
73 nm solid-state laser (Lasermate Corporation, Pomona, CA,
SA) was used for excitation of FQ labeled proteins. Fluores-

ence signal was collected at a right angle with a 60×, 0.7 NA

icroscope objective, filtered by a 580 nm long-pass filter from
mega Optical (Brattleboro, VA, USA), and single photons were

ounted using an avalanche photodiode unit (Perkin-Elmer, Fre-
ont, CA, USA). Electrophoresis was performed by applying

l
w
b
t

(2007) 1981–1985

oltage using two high-voltage (0–30 kV) power supplies (CZE
000R, Spellman, Hauppauge, NY, USA). Both first-dimension
nd second-dimension capillaries were uncoated fused-silica
apillary. A laboratory-built multipurpose injection assembly
as used to clean and condition the capillary and to inject sam-
le [25].

The injection end of the first dimension capillary was placed
n the injection reservoir and the other end was carefully aligned
ith the second dimension capillary using an interface. The

nterface was made of a square piece of Plexiglas with four chan-
els in the shape of a cross. Two capillary sleeves (large outer
iameter fused silica capillary) were used to guide the separation
apillaries. The interface was connected to the interface reser-
oir containing the second capillary buffer. The detection end of
he second dimension capillary was inserted into a sheath flow
uvette.

Data were collected with a PC using software written in Lab-
iew. The two-dimensional capillary electrophoresis data were

reated using software written in MATLAB 7.0.

.3. Dynamic pre-coating and conditioning of capillaries

Before each experiment, the capillaries were cleaned, con-
itioned, and coated with UltraTrol, a commercial dynamic
oating. First, the capillaries were purged with 1.0 M NaOH
or 5 min followed by water for another 5 min. Next, the capil-
aries were coated with UltraTrol for 5 min. Then the capillaries
ere flushed with MECC buffer for 5 min to eliminate excess

oating. Finally, the first-dimension capillary was flushed with
SE buffer to replace MECC buffer in it for another 5 min. High
oltage was applied and let run for 20 min to achieve a stable
aseline.

.4. Two-dimensional CE experiments

In the two-dimensional capillary electrophoresis system,
wo 20-cm long, 31-�m inner diameter capillaries were used as
he first dimension capillary for CSE and second dimension for

ECC, respectively. The CSE running buffer contained 50 mM
RIS, 50 mM CHES, 5 mM SDS (pH 8.4) and 5% dextran;
extran acts as a sieving matrix. The MECC running buffer
ontained 50 mM TRIS, 50 mM CHES, 15 mM SDS (pH 8.4).

The voltage program for the two dimensional capillary elec-
rophoresis is shown in Fig. 1. Samples were injected into the
rst capillary by applying −5 kV for 2 s on the first capillary
lectrode. The injection reservoir was filled with the sieving
atrix and a preliminary separation was achieved by applying

100 V/cm for 61 s. The pre-run time was determined experi-
entally so that at the end of the pre-run, the fastest migrating

roteins approached close to the interface. A series of transfer
nd MECC separation cycles then began. A fraction of partially
eparated sample from the first capillary was transferred into
he second capillary by applying −15 kV on the second capil-

ary and −25 kV on the first capillary for 1 s. Once the fraction
as transferred the second dimension separation was performed
y applying −18 kV at both electrodes, which drove separa-
ion in the second capillary while holding analyte stationary
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ig. 1. The voltage program for the two-dimensional capillary electrophoresis.

n the first. These cycles of fraction transfer and second cap-
llary separation were repeated under computer control until
he entire sample was transferred and separated in the second
apillary.

.5. AtT-20 cell culture and pre-column labeling of cell
omogenate

AtT-20 (CB1) cells were maintained in Dulbecco’s modified
agle’s medium supplemented with 10% heat inactivated horse
erum, 100 UI/mL streptomycin, 100 UI/mL penicillin at 37 ◦C
n a 5% CO2 atmosphere. Culture medium was changed after
very 3 days. At ∼70% confluence level, cells were harvested
y treating with 1× trypsin-EDTA and were washed three times
ith PBS to remove traces of culture medium. Cells were lysed
ith 1% SDS on ice for 20 min and then stored at −80 ◦C.
To denature proteins, 5 �L of 2% SDS was added to 5 �L

f protein sample and heated for 4 min at 90 ◦C. The sample
as transferred into a 500 �L microcentrifuge tube which con-

ained 100 nmol of previously dried FQ. 2.5 �L of 10 mM KCN
nd 2.5 �L water were added to the microcentrifuge tube and
hen heated for another 5 min at 65 ◦C. After completion of the
erivatization reaction the sample was diluted to 100 �L with
0 mM TRES–50 mM CHES–5 mM SDS (pH 8.4).

. Results and discussions

.1. The effect of molecular weight and concentration of
extran in CSE buffer on analysis of proteins in AtT-20 cell
omogenate

Polymer concentration and molecular weight are two impor-
ant characteristics in sieving electrophoresis. In order to
btain high separation efficiency, the concentration of dextran
100–200 kDa) was investigated from 5% to 7% in 100 mM
RIS–100 mM CHES–3.5 mM SDS buffer (pH 8.4). The results

ndicated that the separation efficiency improved slightly at 7%

ompared with 5%. However, separation time and viscosity
lso increased with polymer concentration. A higher molec-
lar weight dextran (513 kDa) was also investigated. Higher
eparation efficiency was obtained with the higher molecu-

b
p
c
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ar weight polymer at the same concentration. However, CSE
uffers with higher than 5% dextran (513 kDa) were very vis-
ous and required unacceptably high pressure to fill the capillary.
e therefore chose to employ 5% dextran (513 kDa) for further

tudies.

.2. The effect of CHES–TRIS–SDS concentration in CSE
uffer on analysis of proteins in AtT-20 cell homogenate

The concentrations of CHES, TRIS and SDS in CSE buffer
ave a significant effect on the separation of proteins through
heir influence on ionic strength and Joule heating, viscosity
f electrolyte, and adsorption on the capillary wall. The effect
f the concentrations of CHES, TRIS and SDS on separation
f proteins in AtT-20 cell homogenate was investigated. The
esults indicated that the separation of proteins was better in
he 50 mM CHES–50 mM TRIS–5 mM SDS buffer than that
n 100 mM CHES–100 mM TRIS–3.5 mM SDS buffer, presum-
bly because of excessive Joule heating at higher ionic strength,
nd the 50 mM CHES–TRIS–3.5 mM SDS buffer was used in
ubsequent studies.

.3. The effect of CHES–TRIS concentration in MECC
uffer on analysis of proteins in AtT-20 cell homogenate

SDS concentration was held constant at 15 mM for MECC
eparations, and the concentrations of CHES and TRIS were var-
ed over the range 50–100 mM. The results showed that varying
he concentrations did not result in changes in the migration
rder of proteins but had a significant effect on the resolu-
ions. As expected, the current roughly doubled from 0.28 �A
o 0.42 �A with the increased CHES and TRES concentrations,
nd the separation degraded. This phenomenon can be attributed
o the excessive Joule heating. In order to obtain a higher effi-
iency, while avoiding the generation of excessive Joule heating,
0 mM CHES–TRIS–15 mM SDS was selected as for the MECC
uffer.

.4. Analysis of proteins in AtT-20 cell homogenate

.4.1. The relationship of logarithm of molecular weight
tandard proteins (log MW) and migration time in CSE

A calibration curve was constructed between migration time
nd molecular weight by analysis of a set of standard proteins,
ig. 2A. Migration time increased with the logarithm of molec-
lar weight, Fig. 2B. The least-squares regression equation for
his line was y = 0.5034x − 0.7762 with a correlation coefficient
= 0.993. Detection limit was 300 zmol for carbonic anhydrase

njected onto the capillary, which is rather high for this protein.

.4.2. Analysis of proteins in AtT-20 cell homogenate by
wo-dimensional CE
The proteins in AtT-20 cell homogenate were analyzed
y two-dimensional capillary electrophoresis. After the 61-s
reliminary separation, fractions from the first-dimension
apillary were successively transferred to the second-dimension
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Fig. 2 (A). Electropherograms of 1 �M solution of standard proteins. Capil-
lary: 25 cm × 147 �m O.D. × 31 �m I.D., coated by UltraTrol; buffer: 100 mM
C
−
m

c
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t
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d
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w
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w

Fig. 3. Protein gel stained image (A), landscape image (B), and landscape image
HES–100 mM TRIS–3.5 mM SDS–5% dextran (513 kDa), pH 8.4; injection:
4 kV, 5 s; separation: −20 kV and (B) the relationship of log MW (kDa) and
igration time of standard proteins.

apillary, where they further separated by MECC. The second-
imension separation was completed in 60 min. The typical
wo-dimensional gel stained image and landscape image from
tT-20 cell homogenate are shown in Fig. 3.
A non-linear least-squares regression method was used to fit

Gaussian surface to the 50 most intense components in this
eparation. The median spot width, expressed as the standard
eviation of the Gaussian surface, was 3.6 transfers in the CSE
imension and 0.68 s in the MECC dimension. A plot of the spot
osition in the CSE versus the MECC dimension was uncorre-
ated (r = 0.22). We can estimate the spot capacity as the product
f the peak capacity in the two dimensions. In this case, there
ere 209 fractions transferred from the CSE capillary, which

ives a peak capacity in that dimension of 14.5. The MECC
imension was 19 s in duration, which gives a peak capacity in
hat dimension of 7. The total spot capacity of the separation
as 100.

magnified by 10× (C) from AtT-20 cell homogenate. The 50 components used
to estimate run-to-run variation in migration time are marked with a ⊕.
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. Conclusions

Based on peak capacities of one-dimensional CSE and one-
imensional MECC separations (data not shown) the spot capac-
ty of CSE × MECC was estimated to be over a thousand. In
eality, about 60 spots were resolved. Band broadening due
o molecular diffusion was the main reason for such a huge
oss. One-dimensional separations were completed within a few

inutes whereas two-dimensional CE took about 1 h. Proteins
emain in the first dimension capillary for a relative long time
efore separation in the second capillary. Molecular diffusion
uring the long separation results in loss of resolution. Shorter
xperimental time by using smaller capillaries and higher field
trengths would be a potentially effective approach to improve
he overall the two-dimensional CE spot resolution.
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bstract

In this paper, the support vector machine was trained to grasp the relationship between the pair-coupled amino acid composition and the

ontent of protein secondary structural elements, including �-helix, 310-helix, �-helix, �-strand, �-bridge, turn, bend and the rest random coil.
elf-consistency and cross validation tests were made to assess the performance of our method. Results superior to or competitive with the popular

heoretical and experimental methods have been obtained.
2006 Elsevier B.V. All rights reserved.
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. Introduction

A priori knowledge of secondary structure content can be
reatly helpful for theoretical and experimental determination
f protein structure. Experimental techniques, such as circu-
ar dichroism spectroscopy, infrared spectroscopy and nuclear

agnetic resonance spectrometry, have been routinely used to
robe the secondary structure content of a protein. However,
s a result of genome and other sequencing projects, the gap
etween the number of known protein sequences and the num-
er of known protein structures is widening rapidly. In order
o narrow this gap, computational prediction methods are badly
eeded. In the history of predicting protein secondary struc-
ure content, Krigbaum and Knutton [1] introduced the multiple
inear regression (MLR), and only used the amino acid compo-
ition (AA) as the input. About 20 years later, Muskal and Kim
2] addressed a tandem neural network method, where they con-
idered the molecular weight of a protein and its heme presence
n addition to the AA. Recently, much convincing evidence has
roven that the coupling effect among the residues of a protein

equence plays an important role in predicting the protein sec-
ndary structure content. One of the successful methods is the
ntroduction of the pair-coupled AA by Chou et al. [3–8], where

∗ Corresponding author. Fax: +86 20 84112245.
E-mail address: ceszxy@zsu.edu.cn (X. Zou).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.09.015
d amino acid composition

hey took into account the coupling effect among the residues of
protein sequence and obtained the results superior to the ones
y the single-wise AA approach.

Based on Chou’s pair-coupled AA, we developed a support
ector machine (SVM) regressing system for the prediction of
rotein secondary structure content. The SVM, first proposed
y Cortes and Vapnik [9], is based on statistical learning theory.
omparing with other machine learning systems, the SVM has
any attractive features, including the absence of local minima,

ts speed and scalability and its ability to condense information
ontained in the training set. In the past decade, SVMs have
erformed well in diverse applications of bioinformatics, such
s prediction of secondary structure [10–12], classification and
alidation of cancer tissue samples [13], prediction of protein
ubcellular localization [14–16], prediction of peptide mobility
17], gene selection and tumor classification [18]. In this arti-
le, the present SVM system together with the pair-coupled AA
xhibited improved performance compared with several pub-
ished results.

. Methods

.1. Dataset
The first one is the dataset of 513 protein chains proposed
y Cuff and Barton [19], referred to as the CB513 set. It is a
on-homologous dataset, i.e. an S.D. score of ≥5 is regarded as
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omology. The S.D. score is a more stringent measure than the
ercentage identity.

The other two datasets are constructed by Chou [5], which
re used here in order to compare our approach with theirs.
ne dataset contains 244 protein chains and serves as the train-

ng dataset, none of which has more than 35% of homology
ith the others. The other dataset contains 201 protein chains

note that Table 3 in Ref. [5] at p. 479 does not contain 202
hains) and serves as the testing dataset, none of which has
ore than 35% of homology with the others, either. They are

eferred to as the Chou244 set and the Chou201 set in this article,
espectively.

.2. Design

The publicly available LIBSVM software was used to process
he SVM regression [20]. First, based on Chou’s method [5], a
air-coupled AA is formulated as follows:

210 =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

P(AA), P(AC), P(AD), P(AE), . . . , P(AY)

P(CC), P(CD), P(CE), . . . , P(CY)

P(DD), P(DE), . . . , P(DY)

. . .

P(YY)

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(1)

here P(AC) is the sum of AC pair occurrence frequency and
A pair occurrence frequency found in the entire sequence, and

o forth. The pair-coupled AA thus consists of 210 components.
uppose the 210 components are denoted by xi (i = 1, 2, . . ., 210),

.e., x1 = P(AA), x2 = P(AC), x3 = P(AD), . . ., x210 = P(YY).
ubsequently, normalize them to meet the following conditions:

210

i=1

xi = 1 (2)

Then xi (i = 1, 2, . . ., 210) is used as the input of the SVM.
he observed secondary structural elements derived from the
SSP file [21] of the proteins have eight classes: H (�-helix),
(310-helix), I (�-helix), E (�-strand), B (�-bridge), T (turn),
(bend) and – (rest). Thus, the secondary structure content of a

rotein, e.g. �-helix, can be formulated as

i = ni

N
, i = 1, 2, 3, . . . , 8 (3)

here N is the chain length of a given protein and n1 represents
he number of residues occurring in its �-helices, n2 represents
he number of residues occurring in its 310-helices, and so forth.
hen, yi is used as the expected output values of the SVM. In

his study, the radial basis function (RBF) was found to have the
est performance:
(�u, �v) = exp(−γ‖�u− �v‖2) (4)

The parameter γ is selected as that which minimized an esti-
ate of the VC-dimension, and it is set at 10. The regularization

arameter C, controlling the trade-off between low training error
nd large margin, is set at 1.5.

3

l
i

(2007) 2069–2073

.3. Training and testing

Generally speaking, a prediction method is usually evaluated
y the self-consistency test, independent dataset test, and jack-
nife test. Of these three, the jackknife test is accepted as the
ost rigorous and objective one [22]. In the jackknife test each

rotein in the dataset is in turn singled out as an independent
est sample and all the rule-parameters are calculated without
sing this protein. Thus, it is also named as “leave-one-out” test.
owever, a full jackknife test is not feasible especially on the
B513 set due to the limited computational power. Therefore,
e employed seven-fold cross validation to evaluate the per-

ormance of the present method. The 513 protein chains in the
B513 set were divided into seven subsets. In fact, several dif-

erent random partitions were processed. For each partition, we
alculated the number of residues and the content of eight sec-
ndary structural elements of each subset. The partition which
ad the minimal bias was finally selected. This procedure would
void obtaining an inauthentic prediction accuracy caused by the
xtremely biased partition. Then at each step of the validation
rocess, six subsets were used for training while the remaining
ne subset was used for testing. This procedure was repeated
even times by changing the test dataset, so that each subset was
sed for training as well as testing. The final performance was
alculated by averaging over all seven subsets.

.4. Performance measures

The output computed from the SVM was compared with the
xpected output by using three criteria defined by Chou [5] to
valuate the performance of prediction.

The first criterion is the average absolute error, δΘ, of each
econdary structural element, calculated for each protein:

Θ =
∑N
k=1

∣∣Θk − yΘk

∣∣
N

(5)

here Θk is the predicted content of the secondary structural
lement Θ for the kth protein, and yΘk is the content actually
bserved.

The second criterion is the standard deviation of the average
bsolute error formulated as follows

Θ = sqrt

(∑N
k=1(δΘ − ∣∣Θk − yΘk

∣∣)2

N − 1

)
(6)

The third criterion is the overall average error given by

δ〉 = 1

8

∑
Θ

δΘ. (7)

. Results and discussion

.1. Performance on the CB513 set
The results of the self-consistency test on the CB513 set are
isted in Table 1, where we can see that the prediction of �-helix
s the most accurate. Nevertheless, as seen in Table 1 the element
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Table 1
Prediction errors by the self-consistency test on the CB513 set

Secondary structure
element

Occurrence
frequency
(%)a

Average absolute
error δΘ

Standard
deviation
σΘ

H: �-helix 30.9 0.061 0.084
G: 310-helix 3.68 0.005 0.012
I: �-helix 0.04 0.000 0.001
E: �-strand 21.4 0.049 0.068
B: �-bridge 1.33 0.001 0.002
T: turn 11.8 0.007 0.014
S: bend 9.37 0.007 0.017
–: rest 20.6 0.014 0.028

Overall average – 0.018
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Table 3
Prediction errors by the self-consistency test on the Chou244 set

Secondary structure
element

Occurrence
frequency
(%)

Average absolute
error δΘ

Standard
deviation
σΘ

H: �-helix 31.4 0.049 0.075
G: 310-helix 3.88 0.002 0.009
I: �-helix 0.02 0.000 0.000
E: �-strand 21.1 0.037 0.061
B: �-bridge 1.34 0.000 0.002
T: turn 11.6 0.004 0.010
S: bend 9.56 0.005 0.017
–: rest 21.1 0.008 0.018
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Similar improvement is also seen when comparing the average
error 〈δ〉
a The values equal to the proportions of the secondary structure elements to

he whole residues in the dataset.

f �-helix has the smallest percentage in the dataset. In view of
his, the assessment should be focused on the success rates of
he prediction for the most abundant elements, including �-helix,
-strand and random coil (denoted as “–, rest” in tables). The
verage absolute errors for the prediction of them are 0.061,
.049 and 0.014 with standard deviations of 0.084, 0.068 and
.028, respectively. Note that the average absolute error of 0.014
s comparatively small, indicating that the prediction for the
lement of random coil is very successful. The overall average
rror is 0.018. Such a small error demonstrates that there is
efinitely a relationship between the pair-coupled AA and the
econdary structure content, and that the SVM can be trained to
rasp this relationship and then to predict the secondary structure
ontent of the unknown proteins, provided that the information
f their sequences are supplied.

As the self-consistency test is based on a limited number
f proteins, and more importantly, the rule parameters derived
rom the training dataset bear the prior information of proteins
ater plugged back into the testing dataset, this procedure will
ertainly give a somewhat optimistic error estimate. Hence, it
s very necessary to employ cross validation or jackknife tests

o evaluate the capability of generalization of our method. In
his work we employed a seven-fold cross validation and the
etailed results are listed in Table 2. As expected, the prediction
rrors become greater when compared with those by the self-

able 2
rediction errors by the seven-fold cross validation on the CB513 set

econdary structure element Average absolute
error δΘ

Standard
deviation
σΘ

: �-helix 0.132 0.100
: 310-helix 0.027 0.022

: �-helix 0.001 0.003
: �-strand 0.110 0.078
: �-bridge 0.012 0.010
: turn 0.034 0.029
: bend 0.033 0.030
: rest 0.049 0.048

verall average error 〈δ〉 0.050

a
s
o

T
P

S
e

H
G
I
E
B
T
S
–

O

verall average
error 〈δ〉

– 0.013

onsistency test in Table 1. Considering that the CB513 set is a
ore critical test set for the evaluation of the secondary structure

rediction methods, the overall average error for all the eight
SSP states, as low as 0.050, is also an acceptable result.

.2. Performance on the Chou’s datasets

Furthermore, in order to roundly assess our method we also
erformed it on the datasets used in the past by Chou’s group
5]. The Chou244 set was used for the self-consistency test and
he other Chou201 set was used for the independent test. Both
esults are listed in Tables 3 and 4 in detail.

As the tables show, the constituents of both the Chou’s
atasets are similar to those of the CB513 set, where the elements
f �-helix, �-strand and random coil have the biggest percent-
ges. As mentioned above, that is why the prediction qualities for
hem should be emphasized. From Table 3, we can observe that
he average absolute errors for the elements of �-helix, �-strand
nd random coil are 0.049, 0.037 and 0.008, respectively. Com-
ared with the corresponding results in Table 1, improvement
as achieved as reducing the errors by 0.012, 0.012 and 0.006.
bsolute errors in Tables 2 and 4. In the CB513 set, much more
tructural variants are included. In contrast, there is always the-
retical possibility that the smaller Chou’s datasets have missed

able 4
rediction errors by the independent test on the Chou201 set

econdary structure
lement

Occurrence
frequency
(%)

Average absolute
error δΘ

Standard
deviation
σΘ

: �-helix 31.8 0.104 0.085
: 310-helix 3.78 0.026 0.021

: �-helix 0.04 0.002 0.002
: �-strand 21.1 0.097 0.081
: �-bridge 1.32 0.012 0.009
: turn 12.0 0.031 0.025
: bend 9.42 0.032 0.027
: rest 20.6 0.048 0.042

verall average
error 〈δ〉

– 0.044
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Table 5
Comparison with other theoretical and experimental methodsa

Statistical significance Algorithm Input information Dataset size Average absolute error δΘ Overall average
error 〈δ〉

H: �-helix E: �-strand –: rest

Self-consistency

MLR [5] Pair-coupled AA 244 0.036 0.031 0.012 0.018
MLR [6] First-order-coupled AA 244 0.056 0.046 0.020 0.028
ANN [8] Pair-coupled AA 244 0.060 0.057 0.031 0.028
CD [24] Spectroscopy 29 0.054 0.087 0.101 n/a
This paper Pair-coupled AA 244 0.049 0.037 0.008 0.013

Independent test

MLR [5] Pair-coupled AA 202 0.077 0.076 0.088 0.061
ANN [8] Pair-coupled AA 202 0.071 0.069 0.037 0.034
SVM [25] AA, evolutionary information 202 0.078 0.072 0.039 0.033
FT-IR [26] Spectroscopy 23 0.017 0.023 n/a n/a
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This paper Pair-coupled AA

a Abbreviations: MLR, multiple linear regression; ANN, artificial neural netw
D, circular dichroism spectroscopy; AA, amino acid composition; n/a, not ava

ome unfavorable proteins. Such improvements may be caused
y the various test sets. Accordingly, we surmise that there exists
tendency that smaller test sets will generally result in better pre-
iction accuracies, consistent with the findings by Eisenhaber’s
esearch group [23].

.3. Comparison with other theoretical and experimental
ethods

Circular dichroism spectroscopy and Fourier transform
nfrared spectroscopy are two of the routine experimental meth-
ds for determining the protein secondary structure. They per-
orm well in predicting the elements of �-helix and �-strand,
ut perform relatively bad in predicting the element of random
oil [24]. From Table 5, we can observe that the estimation error
or random coils is roughly 0.1. Nevertheless, as demonstrated
n Table 5 the theoretical methods achieved better accuracies
or predicting them. Among the four theoretical methods, our
ethod obtained a lowest average absolute error for random coils

s well as a lowest overall average error performing on the same
hou244 set by the self-consistency test. In contrast to the 210D
air-coupled AA [5], Liu adopted 400D first-order-coupled AA
o represent protein samples [6]. However, the results are rather
orse than the former according to their reports. By the self-

onsistency test Chou’s method [5] performed best in predicting
he contents of �-helices and �-strands, whereas Cai’s method
8] performed worst, where an artificial neural network was
rained to learn 210 pair-coupled AA parameters. On the other
and, it is worth noting that Cai’s method performed best by the
ndependent test, not only for the prediction of �-helices and
-strands but for the prediction of random coils. Accordingly,

t is not appropriate to simply rank them. We believe that the
urrent approach may play an important complementary role to
he existing predictors in this area.

Meanwhile, according to the reports by Rost and Eyrich [27]

note that here an 8–3-state reduction scheme is adopted: DSSP
HGI] → helix (H), DSSP [EB] → strand (E), all other DSSP
tates [TSC] → other (L), and that such a conversion increases
ccuracy), the average absolute errors for helices and strands
1 0.104 0.097 0.048 0.044

VM, support vector machine; FT-IR, Fourier transform infrared spectroscopy;
.

y PROFsec [28] on a set of 218 identical proteins, none of
hich was similar to any protein used to develop the method,
ere 0.056 and 0.040. The respective errors by PSIPRED [29]

nd PHD [30,31] were 0.054, 0.044 and 0.077, 0.059. As is well
nown, all the above three are of the most successful methods for
redicting protein secondary structure. Their improvements are
esulted not only from using larger databases, but from using
volutionary information that can be obtained from the mul-
iple sequence alignments. Motivated by this, Lee et al. [25]
dopted evolutionary information in addition to AA as the input
f support vector regression models to predict the content of
rotein secondary structure. This protein sample representation
an incorporate much homologous information. As shown in
able 5, their results are similar to those of Cai’s. Recently, the
seudo-amino acid composition (PseAA) has been successfully
pplied to improving prediction quality in diverse applications
f bioinformatics [32–38]. Stimulated by its success, our group
ntroduced a different formulation of the PseAA, which con-
ains more information than the pair-coupled AA relating to the
equence order of a protein and the distribution of the hydropho-
ic amino acids along its chain. Then, we applied the PseAA to
he prediction of protein structural class and achieved more sat-
sfactory results [39,40]. Thus, it is anticipated that the current
rediction quality can be further improved if the PseAA and the
volutionary information can be combined with.
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bstract

A new amperometric biosensor for glucose was developed based on adsorption of glucose oxidase (GOx) at the gold and platinum nanoparticles-
odified carbon nanotube (CNT) electrode. CNTs were covalently immobilized on gold electrode via carbodiimide chemistry by forming amide

inkages between carboxylic acid groups on the CNTs and amine residues of cysteamine self-assembled monolayer (SAM). The fabricated
Ox/Aunano/Ptnano/CNT electrode was covered with a thin layer of Nafion to avoid the loss of GOx in determination and to improve the anti-

nterferent ability. The immobilization of CNTs on the gold electrode was characterized by quartz crystal microbalance technique. The morphologies
f the CNT/gold and Ptnano/CNT/gold electrodes have been investigated by scanning electron microscopy (SEM), and the electrochemical perfor-
ance of the gold, CNT/gold, Ptnano/gold and Ptnano/CNT/gold electrodes has also been studied by amperometric method. In addition, effects of
lectrodeposition time of Pt nanoparticles, pH value, applied potential and electroactive interferents on the amperometric response of the sensor
ere discussed.
The enzyme electrode exhibited excellent electrocatalytic activity and rapid response for glucose in the absence of a mediator. The linear range

as from 0.5 to 17.5 mM with correction coefficient of 0.996. The biosensor had good reproducibility and stability for the determination of glucose.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The carbon nanotube (CNT) represents a new kind of carbon-
ased material and is superior to other carbon materials mainly
n special structural feature and unique electronic and mechan-
cal properties. Since its discovery in 1991 by high-resolution
ransmission electron microscopy (TEM) [1], extensive inter-
st has been shown in physical, chemical, environmental and
aterial science fields [2–6]. Due to its good electronic prop-

rties and electric conductivity, carbon nanotube has also been
pplied in electrochemical research [7–12]. The direct electron
ransfer of enzymes such as cytochrome C [13], glucose oxidase
GOx) [14], catalase [15], horseradish peroxidase, myoglobin

16] and hemoglobin [17,18] can be observed in the presence of
arbon nanotube. In addition, due to its ability of fast electron
ransfer, carbon nanotube also shows electrocatalytic activities

∗ Corresponding author. Tel.: +86 731 8821916; fax: +86 731 8821916.
E-mail address: xiachu@hnu.cn (X. Chu).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
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owards many substances such as H2O2, NADH, ascorbic acid,
opamine, catechol, homocysteine and thiocytosine [19–24].
he good catalytic activities towards these molecules together
ith its good biocompatibility open its application in fabricating

xcellent amperometric biosensor.
A key barrier for developing CNT-based biosensing devices

s the insolubility of CNT in most solvents. CNT-modified elec-
rodes reported previously were relied on dissolving CNT in
iopolymers with excellent film-forming ability and biocompat-
bility such as Nafion [19], chitosan [25,26], etc. The excellent
olubility of CNT in these solvents facilitates the construction of
lectrochemical biosensing platforms. Wang et al. [19] reported
hat multi-wall carbon nanotubes (MWNTs) dissolved in Nafion
ould be applied to construct amperometric sensor for hydrogen
eroxide. Gorski and co-workers [27] reported that the colloidal
olution of CNT-chitosan placed on the surface of glassy carbon

lectrodes can form robust CNT-chitosan film, which facili-
ated the electrooxidation of NADH. In this work, we report
new avenue for preparing effective CNT-based electrochem-

cal sensors and biosensors by covalent linkage technique, in
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hich CNTs are immobilized onto cysteamine-modified gold
ubstrate by standard water-soluble coupling agents 1-ethyl-3-
3-dimethylaminopropyl) carbodiimide (EDC) and N-hydroxy-
uccinimide (NHS) through forming amide linkages between
mine residues and carboxylic acid groups on CNTs. So far
ery few literatures have been reported concerning this covalent
inkage-based approach for fabricating CNT-based amperomet-
ic glucose biosensor.

On the other hand, electrochemical behavior and applications
f nanoparticles have attracted much attention in the past few
ears [28–34]. The modification of electrode surfaces with tran-
ition metal nanoparticles, especially noble metal nanoparticles,
as led to the development of various electrochemical sensors
ecause of their high catalytic activities for many chemical reac-
ions. In particular, Pt nanoparticles have been demonstrated
o lower the H2O2 oxidation/reduction overvoltage efficiently
35–39]. As a result, nano-structured Pt films modified on elec-
rode surfaces have been frequently used to design ampero-

etric biosensors based on oxidoreductase because H2O2 is
eleased during the oxidation of the substrate by a pertinent oxi-
oreductase in the presence of oxygen. Luong and co-workers
40] reported that electrochemical sensors fabricated with Pt
anoparticles and single-wall carbon nanotubes can improve
emarkably the sensitivity towards H2O2. With glucose oxidase
s an enzyme model, they constructed a glassy carbon or car-
on fiber microelectrode-based glucose biosensor. Lin et al. [41]
eported a glucose biosensor based on electrodeposition of pal-
adium nanoparticles and GOx onto Nafion-solubilized carbon
anotube electrode.

In this paper, we report the fabrication, characterization
nd analytical performance of a glucose biosensor based on
lectrodeposition of Pt nanoparticle onto a carbon nanotube
lm. The electrodeposition method was selected to produce
t nanoparticles on electrode surfaces because this method is
asy to carry out and the layer thickness can be controlled.
he immobilization of glucose oxidase onto electrode surfaces
as carried out by adsorption of GOx on gold nanoparticles
ecause nanometer-sized colloidal gold can not only adsorb
edox enzymes without loss of biological activity but also
acilitate the transfer of electron. The electrochemical behav-
or of the gold, CNT/gold, Ptnano/gold and Ptnano/CNT/gold
lectrodes has been investigated by amperometric method. The
nfluence of pH value and applied potential on the sensor perfor-

ance is also evaluated. The fabricated enzyme electrode results
n excellent sensitivity, large linear range and short response
ime.

. Experimental

.1. Chemical and reagents

Multi-wall carbon nanotubes (MWNTs) acquired from col-
ege of Material Science and Engineering (Hunan University)

ere purified according to the reported literature with slight
odification [42]. MWNTs were firstly purified by refluxing

n a 3:1 (v/v) solution of concentrated sulfuric acid (98%) and
oncentrated nitric acid (70%) (3:1, H2SO4:HNO3) for 48 h, and

t
(
a
s

(2007) 2040–2047 2041

he obtained MWNTs were then shortened by sonicating in the
bove mixed concentrated acids for 4 h. The shortened tubes
ere finally filtered and washed with double distilled water

o bring the pH to >5. Glucose oxidase (lyophilized powder,
15 U mg−1, from Aspergillus niger) was purchased from Fluka
USA) and used as received. �-d-(+)Glucose was obtained from
igma and the glucose stock solution was allowed to mutaro-

ate for 24 h at room temperature prior to use and subsequently
tore at 4 ◦C. Nafion 117 solutions (0.5 wt%) were prepared by
ilution with alcohols of 5 wt% Nafion 117 solutions (Aldrich).
horoplatinic acid (H2PtCl6·6H2O) was obtained from Beijing
hemical Reagent Co. (Beijing, China) and a 7.7 mM H2PtCl6

tock solution was prepared for electrodeposition of Pt nanopar-
icles. 1-Ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC)
nd N-hydroxy-succinimide (NHS) were purchased from Sigma.
hlorauric acid (HAuCl4) and trisodium citrate were purchased

rom Shanghai Chemical Reagent Co. (Shanghai, China). Unless
therwise stated all chemicals and reagents used were of ana-
ytical grade. All solutions were prepared using double dis-
illed water. The 0.05 M phosphate buffer solutions were used
s supporting electrolytes by mixing solution Na2HPO4 and
aH2PO4.

.2. Apparatus

The electrodeposition of Pt nanoparticles and amperometric
xperiments were carried out with a CHI 760B electrochemical
orkstation (Shanghai, China). A three-electrode system was

mployed with a gold electrode (1 mm in diameter) as work-
ng electrode, a saturated calomel electrode (SCE) as reference
lectrode, a platinum foil as counter electrode. All potentials
re referred to the SCE reference electrode. A magnetic stirrer
Model JB-2, Shanghai Analytical Instruments) provided the
onvective transport at 300 rpm during the amperometric mea-
urements and the background current was allowed to decay
o a steady-state value before spiking the equilibrated �-d-
+)glucose.

The piezoelectric quartz crystals (AT-cut, 9 MHz, gold elec-
rode) were purchased from Shanghai Chenhua Equipment
Shanghai, China). The crystal was powered through an oscil-
ator circuit constructed from a transistor–transistor logic inte-
rated circuit (TTL-IC). The oscillation frequency was moni-
ored with a high frequency counter (Model Fc 1250, Wellstor).

The morphologies of CNT/gold and Ptnano/CNT/gold elec-
rodes were investigated with scanning electron microscopy
SEM, JSM 5600 LV).

.3. Preparation of colloidal gold

Glassware used in this preparation was thoroughly cleaned
n a bath of freshly prepared HNO3:HCl (3:1) solution and
insed in double distilled water prior to use. Au nanoparticles
ere prepared according to the literature with a little modifica-
ion. Briefly, in a 500 ml round-bottom flask, 250 ml of HAuCl4
0.01%) solution was brought to a boil with vigorous stirring
nd 3.75 ml of 1% trisodium citrate was rapidly added into this
olution. The solution turned deep blue within 20 s and the final
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cheme 1. A schematic showing the steps involved in the fabrication of gluco
lectrode.

olor changed to wine-red. Boiling was lasted for an additional
0 min. The obtained colloidal gold solution was then stored in
ark bottles at 4 ◦C after cooling.

.4. Procedures

.4.1. Preparation of the Ptnano/CNT/gold electrode
The fabrication of the glucose biosensor based on electrode-

osition of Pt nanoparticles onto carbon nanotube electrode
as summarized in Scheme 1. A polycrystalline gold electrode

99.99%, diameter 1 mm) was first polished with alumina slurry
followed by 0.3 and 0.05 �m) and ultrasonically cleaned with
thanol and double distilled water. After further electrochemical
leaning in 0.5 M sulfuric acid by repeating the potential scan
n the potential range of −0.3–1.5 V versus SCE at 100 mV s−1

or 10 min, the electrode was then immersed in an ethanol solu-
ion containing 1 mM cysteamine for 10 h to give a cysteamine
elf-assembled monolayer (SAM). The oxidatively shortened

WNTs (0.2 mg) prepared as mentioned in (Section 2.1) were

ctivated as described previously [43] by 100 mM EDC and
00 mM NHS (adjusting pH at 6.0) for 1 h at room tempera-
ure to convert the carboxyl groups of the shortened MWNTs
nto active carbodiimide esters. The cysteamine-modified gold

a
w
t
b

osensor based on electrodeposition of Pt nanoparticles onto carbon nanotube

lectrode was placed in above nanotube solution (adjusting pH
t 8.5 with NaOH) for 10 h, during which the amines at the
erminus of the SAM formed amide bonds with the active car-
odiimide esters of the tubes. Electrodeposition of platinum on
NT/gold electrode was carried out in an electroplating bath.
he composition of the electroplating bath consisted of 1.3 mM
2PtCl6 and 0.5 M H2SO4, making a total volume of 10 ml. The
NT-modified gold electrode was immersed in the plating bath
nd a constant potential of −0.25 V was applied for 5 min under
entle stirring condition [44].

.4.2. Preparation of the enzyme electrode
The Ptnano/CNT/gold electrode was dipped in an ethanol solu-

ion containing 50 mM SH(CH2)6SH for 1 h at 10–20 ◦C to give
SH(CH2)6SH self-assembled monolayer on Pt nanoparticles.
fter that, the electrode was washed with water thoroughly and

hen immersed in a colloidal gold solution for 12 h at 4 ◦C. The
nzyme electrode was prepared by dropping a 10 �l of GOx
olution (2 mg ml−1) on the Aunano/Ptnano/CNT/gold electrode

t 4 ◦C for 24 h. After rinsed clearly and dried, the electrode
as coated with an extra 2.0 �l layer of 0.5% Nafion. Finally,

he enzyme electrode was stored in the buffer solution at 4 ◦C
efore use.
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. Results and discussion

.1. Characteristics of CNT/gold electrode by QCM

The spontaneous adsorption of organosulfur compounds on
etal surfaces such as gold, silver and platinum offers a sim-

le method for achieving a variety of modifications of the metal
urfaces, resulting in the formation of organic self-assembled
onolayers. It has been demonstrated that the resulting SAMs

an be used as molecular templates for various technical appli-
ations such as chemical sensors. In this work, an amine-
unctionalized SAM was formed by modified the electrode sur-
ace with cysteamine. Sidewalls and end of carbon nanotubes
ere functionalized with carboxyl groups after reflux and son-

cation in concentrated sulfuric acid and nitric acid. After acti-
ated by coupling agents EDC and NHS, these carboxyl groups
onverted into carbodiimide esters. The carbon nanotubes were
hen immobilized onto the electrode surface by forming amide
onds with amines at the terminus of the SAM.

The modification of CNT on electrode surfaces was charac-
erized by quartz crystal microbalance (QCM) technique. QCM
s based on the principle that the shift in resonance frequency of
CM is usually correlated with the mass change loading on the
uartz crystal surface. The frequency change is described by the
auerbrey equation as follows [45]:

F = −2.26 × 10−6F2
0�m/A

here �F is the frequency change of quartz crystal, F0 the res-
nance frequency of the unloaded quartz crystal, A the surface
rea of the crystal and �m is the mass change on the crystal
urface.

Fig. 1 shows the frequency changes of the cysteamine
onolayer-functionalized quartz crystal after interaction with

ctivated CNT at different reaction time. It is observed from

ig. 1 that the amount of the CNT immobilized onto the quartz
rystal increased with increasing the reaction time. The cou-
ling progress has virtually reached saturation after 10 h and
he frequency change becomes a constant value (�F = 352 Hz).

ig. 1. Frequency changes of the cysteamine monolayer-functionalized quartz
rystal after interaction with activated CNT at different reaction time. The fre-
uency changes were measured in air.
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ig. 2. SEM images of (A) CNT/gold electrode and (B) Ptnano/CNT/gold elec-
rode.

ccording to the mass sensitivity of 0.66 Hz ng−1 for a 9 MHz,
mm diameter, AT-cut quartz crystal [45], it can be calculated

hat about 27.2 ng mm−2 CNT was immobilized onto the gold
urface of quartz crystal through the covalent linkage method.

.2. SEM images of Ptnano/CNT/gold electrode

The surface morphologies of CNT/gold electrode and
tnano/CNT/gold electrode were studies by SEM as shown in
ig. 2(A and B). A network-like structure of CNTs without
ggregation was observed on the CNT/gold electrode surface
Fig. 2A), which indicated that the CNTs were immobilized
ndeed onto the gold electrode surface through covalent linkage

ethod. The diameter of CNTs was about 10–50 nm. Consider-
ng that most metals including Pt would not adhere to carbon
anotubes directly because the CNTs were very hydropho-
ic, surface modification and activation have been attempted to
mprove metal deposition onto carbon nanotubes [40]. A popu-
ar approach is associated with the oxidation of the CNT surface
o create functional groups and increase metal nucleation [46].

n this work, the reflux and sonication in mixed concentrated
cid introduced relatively large amount of carboxylic acids moi-
ties at defect sites located at the sidewalls of the nanotubes,
hich converted to carbodiimide esters after activated by EDC
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ig. 3. Effect of Pt deposition time on steady-state response current of
tnano/CNT/gold electrode to addition of 0.1 mM H2O2 to a phosphate buffer
olution, pH 7.0. Applied potential, 0.6 V.

nd NHS. Choroplatinic ions might be anchored to these ester
ites and formed Pt nanoparticles when a −0.25 V potential was
pplied. As shown from the SEM micrograph in Fig. 2B, roughly
pherical Pt nanoparticles were randomly decorated on the CNTs
odified on the gold electrode surface. These images revealed

hat robust and nonuniform thin film of Ptnano/CNT could be
ormed on the gold electrode surface by electrodeposition of Pt
anoparticles on CNTs.

.3. Effect of Pt deposition time on electrocatalytic
roperty of Ptnano/CNT/gold electrode

Platinum electrode has good catalytic activity and is used as a
atalyst for H2O2 electrooxidation. The Pt nanoparticles used in
his work, dispersed on the surface of CNTs, may provide a large
vailable surface and enhance the electrocatalytic activity for
2O2 electrooxidation. Pt nanoparticles were electrodeposited
n the surface of CNTs by the potentiostatic method. The effect
f the amount of deposited Pt nanoparticles on the response cur-
ent was investigated, and the corresponding result was shown in
ig. 3. The response current of the Ptnano/CNT/gold electrode to

he addition of 0.1 mM H2O2 increased with the increase of the
t deposition time from 2 to 5 min. However, when the Pt depo-
ition time was more than 5 min, the response current decreased
lightly. This may be associated with the decrease of the real
urface area of the electrode resulting from the deposition of a
arge amount of Pt nanoparticles on the electrode surface. There-
ore, the deposition time of 5 min was selected in the following
nvestigation.

.4. Electrochemical characteristics of Ptnano/CNT/gold
lectrode

To discern the role of individual components, four different

lectrodes of gold, CNT/gold, Ptnano/gold and Ptnano/CNT/gold
ere studied in H2O2 solution. Fig. 4 shows current responses
f various different electrodes to additions of 0.1 mM H2O2 to
phosphate buffer solution when a 0.6 V potential was applied.

b
o
t
p

tnano/gold electrode and (d) Ptnano/CNT/gold electrode. Steps represent the
esponse of the electrode to additions of 0.1 mM H2O2 (indicated by arrows) to
phosphate buffer solution, pH 7.0. Applied potential, 0.6 V.

he gold electrode (trace a) yielded a detectable but very small
urrent response to H2O2, which was due to the H2O2 elec-
rooxidation at the electrode surface when a 0.6 V potential was
pplied. The small current indicated the direct oxidation of H2O2
t gold electrode was inefficient at 0.6 V. At CNT/gold elec-
rode (trace b), a slight increase in current response to H2O2
as observed compared with the bare gold electrode, which
ay be ascribed to the fact that relative surface area of the

lectrode was increased by immobilization of CNTs on Au.
he Ptnano/gold electrode, prepared by electrodeposition of Pt
anoparticles on the bare gold electrode at a constant poten-
ial of −0.25 V for 5 min in an electroplating bath consisting
f 1.3 mM H2PtCl6 and 0.5 M H2SO4, yielded a relatively high
urrent response to H2O2 (trace c), which was amplified nearly
ve times as large as that of bare gold electrode. The signif-

cant increase in the current response of Ptnano/gold electrode
an be ascribed to the good catalytic activity of Pt nanopar-
icles to the electrooxidation of H2O2. The introduction of Pt
anoparticles into the CNT/gold electrode improved dramati-
ally the current response (trace d). In particular, it amplified the
2O2 current by ∼10 times compared with CNT/gold electrode

nd ∼2 times compared with Ptnano/gold electrode. This phe-
omenon should be ascribed to the increase in effective electrode
urface due to stacking of CNT and Pt nanoparticles on gold
lectrode.

.5. Optimization of the glucose determination conditions

A glucose biosensor was fabricated by adsorption of glu-
ose oxidase onto a colloidal gold-film. Nanometer-sized col-
oidal gold was selected as substrate for immobilizing enzyme

ecause it can not only adsorb redox enzymes without loss
f biological activity but also facilitate the transfer of elec-
ron. The effect of the determination conditions such as the
H value and the applied potential on the response of the
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Fig. 5. Chronoamperometric response of the GOx/Aunano/Ptnano/CNT/gold
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Table 1
Influence of electroactive interferents on glucose response

Interferent Physiological
content (mM)

Ratio between concentration
of glucose and interferent

IG+I/IG

Ascorbic acid 0.1 56 1.031
Uric acid 0.5 11.2 1.018
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lectrode with (a) and without (b) the Nafion film upon the successive addi-
ion of 0.5 mM glucose in the PBS solution (pH 7.0) at an applied potential of
.6 V. Inset: calibration curve of the Nafion-modified enzyme electrode.

Ox/Aunano/Ptnano/CNT/gold electrode to glucose has been
nvestigated in detail.

The applied potential was changed from 0.2 to 0.9 V, and
he corresponding response current to 1 mM glucose was mea-
ured (data not shown). For the fabricated enzyme electrode, the
xidation of the enzymatically formed H2O2 started at poten-
ial of 0.2 V. The response current increased rapidly with the
ncrease of applied potential when the potential was less than
.6 V. This indicated that the response of the enzyme electrode
as controlled by the electrochemical oxidation of H2O2. When

he potential was >0.6 V, a current plateau appeared. The appear-
nce of such a current plateau is attributed to the rate-limiting
rocess of enzymatical kinetics, and the potential at which the
urrent plateau appears is dependent upon the electrode nature.
imilar result was also obtained in other work [44]. A potential
f 0.6 V was selected as the operational potential of the enzyme
lectrode.

The effect of the pH value on the response current of the
nzyme electrode was also studied between 5.0 and 9.0 in 50 mM
hosphate buffer. The response current of the enzyme electrode
ncreased from 5.0 to 7.0 and decreased from 7.0 to 9.0, and the

aximum current response can be obtained at pH 7.0. This result
s agreement with that previously reported for GOx in solution
nd shows that the gold nanoparticles matrix has not altered the
ptimal pH of GOx.

.6. Amperometric response of glucose at enzyme electrode

Fig. 5 shows the typical chronoamperometric responses of the
Ox/Aunano/Ptnano/CNT/gold electrodes with (a) and without

b) the Nafion film upon the successive addition of 0.5 mM glu-
ose at an applied potential of 0.6 V, along with the resulting cal-
bration curve of the Nafion-modified enzyme electrode (inset).

s the glucose was injected into the stirring buffer solution,

he enzyme electrode without the Nafion film responded rapidly
t95% ≈ 5 s) to changes in the glucose level. In contrast, the
esponses of the Nafion-modified enzyme electrode to glucose

t
t
p
c

G, response current to 5.6 mM glucose; IG+I, response current to 5.6 mM glucose
n presence of interferent at physiological normal content.

ere relatively small, about 20% loss of the response current
an be observed and the response time was slightly prolonged
t95% ≈ 7 s). The calibration curve of the Nafion-modified
nzyme electrode was highly linear with glucose concentration
ver the entire 0.5–16.5 mM range and then with a slight cur-
ature at a high level (correlation coefficient of 0.992), and the
etection limit is 0.4 mM (S/N = 3). This response range for glu-
ose is larger than that reported in other work [44]. According
o the Lineweaver–Burk form of the Michaelis–Menten equa-
ion, the apparent Michaelis–Menten constant (Kapp

m ) of the
nzyme reaction at GOx/Aunano/Ptnano/CNT/gold electrode can
e calculated from the relationship between the reciprocal of
urrent and the reciprocal of glucose concentration and is equal
o 10.73 mM. This value is similar to the reported value for
he free enzyme. A similar study at GOx/Aunano/Ptnano/gold
lectrode is also performed and its apparent Michaelis–Menten
onstant is equal to 11.89 mM. These results reveal that there
s no substantial loss of GOx activity, indicating the immo-
ilization procedures in the present study are biocompatible
nd can retain the GOx activity. In addition, the CNT can also
lightly enhance the enzyme activity. The reproducibility of five
afion/GOx/Aunano/Ptnano/CNT/gold electrodes was estimated
y the response to 1 mM glucose at the potential of 0.6 V. The
esults reveal that the sensor has satisfied reproducibility with
mean change of the response current of 21 nA and a relative

tandard deviation of 4.5%.

.7. Effect of electroactive interferents

The responses of the enzyme electrode to 0.1 mM ascorbic
cid and 0.5 mM uric acid at the operating potential of 0.6 V were
nvestigated with and without the Nafion film. The enzyme elec-
rode without the Nafion film has strong electrocatalytic activity
o ascorbic acid and the response was about 5.4 nA. In contrast,
he response to ascorbic acid at the Nafion-modified enzyme
lectrode was small and only 0.8 nA. A similar situation can
lso be obtained for 0.5 mM uric acid and the responses of the
nzyme electrodes without and with the Nafion film were 9.6
nd 1.3 nA, respectively. These results indicated that the Nafion
lm-coated electrode could efficiently avoid the interference of
scorbic acid and uric acid. On the other hand, the magnitude of
he interferent current relative to the analytical signal produced
y the analyte was also considered in discussing interference of

he electroactive compounds [44]. The interference of electroac-
ive compounds to the glucose response was investigated in the
resence of their physiological normal level [47] with a glucose
oncentration of 5.6 mM. The corresponding results were shown
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Table 2
Glucose content determination in human blood samples

Sample
number

Content determined
by Xiangya hospital
(mmol l−1)

Content determined
by current method
(mmol l−1)

Relative error
(percentage)

1 8.23 7.94 −3.5
2 10.88 11.18 +2.8
3 5.94 5.68 −4.4
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9.65 9.88 +2.4

n Table 1. The influence of ascorbic acid and uric acid on the
lucose response was weak under the testing conditions. The
atio of IG+I to IG was 1.031 for ascorbic acid and 1.018 for uric
cid.

.8. Stability of the enzyme electrode

The stability of the enzyme electrode under storage condi-
ions (PBS, pH 7.0, 4 ◦C) was investigated using the same PBS
ontaining 1 mM glucose, and the measurement was carried out
ne time everyday up to 25 days. The enzyme electrode lost
3% of the initial response after a storage period of 5 days. With

he storage prolonged, the response current decreased. After 25
ays, the response current was still retained at 75% value of the
nitial response. The loss of the current response of the enzyme
lectrode may result from the decrease of GOx enzyme activity
uring storage and may not be due to the loss of the enzyme
ecause no significant GOx activity is observed in the storage
olution. The relatively good storage stability implies that CNT
lm immobilized by covalent linkage and Pt nanoparticles elec-

rodeposited on the electrode surface are very stable. Moreover,
old nanoparticle is compatible with the immobilized enzyme
nd facilitates maintaining the bioactivity of GOx.

.9. Sample analysis

Human plasma samples were assayed to demonstrate the
ractical use of the Nafion/GOx/Aunano/Ptnano/CNT/gold elec-
rode. Fresh plasma samples were first analyzed in the
iangya hospital with ASCA AG-II Chemistry System (Land-
ark, USA). The samples were then reassayed with the
afion/GOx/Aunano/Ptnano/CNT/gold electrode. A plasma sam-
le was added into 5 ml PBS (pH 7.0), and the response was
btained at 0.6 V. The contents of glucose in blood can then be
alculated from the calibration curve. The results were shown in
able 2. As can be seen, the results were satisfactory and agree
losely with those measured by the biochemical analyzer in the
ospital.

. Conclusion
A more stable and reproducible deposition of CNTs film onto
old electrode can be achieved using covalent linkage method.
he accessible sites of the CNTs facilitate the incorporation of
t nanoparticles. The optimized enzyme electrode has a good
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[
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lucose-biosensing capability. A thin layer of Nafion was nec-
ssary to avoid the loss of GOx and suppress the interfering
ignals from UA and AA. It may be anticipated that other bio-
aterials can be adsorbed on the colloidal gold matrix for the

abrication of other useful biosensors.
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bstract

A methodology for bulk analysis of Al and Ti and for determination of soluble and total Al and Ti concentration in steel samples by laser
blation inductively coupled plasma mass spectrometry was developed. The spatial distribution (both at surface and within the sample) of the
nsoluble fraction of Al and Ti was also qualitatively estimated. Certified reference materials (CRMs) SS-451 to 460 (carbon steel) and 064-1
Nb/Ti interstitial free steel), from BAS, and JK 2D (carbon steel) and JK 37 (highly alloyed steel), from SIMR, were studied. It was demonstrated
hat the insoluble fraction of Al and Ti is heterogeneously distributed. A series of nine glass samples (fused beads) with fixed Fe content and
ifferent Al and Ti contents was prepared by melting appropriate amounts of Fe2O3, Al2O3 and TiO2 with a lithium tetraborate–sodium carbonate
ixture. Quantitative determinations were performed by using calibration graphs obtained from the synthetic fused beads, with 57Fe as internal

tandard; line scan laser sampling mode was used, focusing the laser beam at the sample surface. The optimized laser operating parameters were:

aser pulse energy of 1.5 mJ, pulse repetition rate of 5 Hz, scanning speed of 5 �m s−1 and preablation time of 20 s. The concentrations obtained
or bulk analysis of CRM samples corresponded with the certified values within the experimental uncertainty. An acceptable concordance between
ertified and found values was attained for the determination of soluble and total Al and Ti in CRM 064-1 sample.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The liquid steel contains a large amount of oxygen in he
orm of dissolved gases and iron oxides. The amount of oxy-
en that a steel can contain varies with the temperature and
ith the content of carbon and other elements. At high temper-

tures, the steel can dissolve a greater amount of oxygen, which
ends to escape as the steel cools. The evolution of the gases and
ontrol of them during cooling affects the characteristics of the

teel obtained, i.e. its internal cleanliness and uniformity, which
ignificantly influences the finished product. All steels contain
mall amounts of non-metallic inclusions, primarily sulphides,
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ilicates, and oxidized materials that are chiefly derived from
he oxidizing reactions of the refining and casting processes.
eoxiders are added to control the gases given off, combin-

ng with the oxygen to form oxides that have a lower density,
nd float in the liquid steel in the ladle or in the ingot mould.
he deoxidation process comprises three stages: dissolving of

he deoxidizer, oxide formation and elimination of inclusions.
evertheless deoxidation products cause the majority of indige-
ous inclusions, generated by the reaction between the dissolved
xygen and the added deoxidant. Aluminium and titanium pro-
ide effective deoxidation and inhibit austenitic grain growth
1]. The technical characteristics of the steel obtained depend on
he method, place and deoxidiser used. Inclusions size can vary

rom sub to hundreds of micrometers where larger particles tend
o be agglomerates of small particles rather than single individ-
al precipitates. Steel cleanliness is a key issue that significantly
nfluences the technical characteristics of the final product [2].
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he usual procedure for the quantitative determination of solu-
le and total Al and Ti content consists in dissolving the sample
n acid. The acid soluble fraction is considered as the soluble
l and Ti in the Fe matrix, though a very small part of the alu-
inium and titanium inclusions (Al2O3 and TiO2, for example)

an be partly dissolved in acids. The eventual insoluble residue
s melted with alkaline fluxes. This procedure is time-consuming
nd labour intensive, and in addition increases the range of salts
resent in the solution and therefore the difficulties connected
ith subsequent determination by atomic spectrometry. Conse-
uently, a simple and fast method able to identify the Al and
i heterogeneities and to quantify soluble and total Al and Ti
ontents is required for product development, process control
nd quality assurance.

Laser ablation inductively coupled plasma mass spectrometry
LA-ICP-MS) is a rapid and sensitive analytical technique that
s used in two major fields of applications: bulk analysis, with

low spatial resolution, and local analysis, with high spatial
esolution [3–5]. To obtain information about the distribution
f elements in heterogeneous solids, single point, line scan or
astering laser sampling modes can be performed. The depth
rofile distribution can be measured by focusing the laser beam
t a steady position, while movable beam positions with respect
o the sample surface allows the lateral distribution across the
ample area to be profiled.

LA-ICP-MS was widely adopted in a variety of research areas
f materials science [6]. It has been successfully applied to the
irect analysis of steel composition and to the depth profile of
ifferent coatings on steel substrate. Yasuhara et al. [7] studied
he optimum conditions for fixed Q pulse mode and Q-switched
ulse mode, demonstrating that the Q-switched pulse mode was
etter for both non-metallic elements and elements with a high
oiling-point. When determining non-metallic elements (Si, P),
n order to correct changes in background intensity, normaliza-
ion with the Fe matrix and with the Ar ion is proposed. Ishibashi
8,9] used a Q-switched Nd-YAG laser system for rapid anal-
sis of steels using ICP-AES and ICP-MS. Calibration curves
ere prepared with standard steels, using Fe as internal stan-
ard. The precision in ICP-MS ranged from 5% to 10%. Also
semi-quantitative method was investigated, using the Fe sig-
al as the base for signal compensation. Coedo et al. [10] used
ried aerosol solutions for calibration in LA. Experimentally
elative sensitivity factors (RSFs) were calculated and used to
ompensate for differences in sampling efficiency. Bleiner et al.
11] used ICP-TOFMS in combination with an excimer laser
or depth profile analysis of Ti based single layers on differ-
nt substrates. Plotnikov et al. [12] used a Nd:YAG 266 nm
aser with ICP-QMS) to perform depth profile analysis of Ti-
ased single layers deposited on steel and WC/Co substrates.
anicky et al. [13] performed qualitative depth profiling of
�m ZrTiN coatings using an homogenized beam from an
rF* 193 nm excimer laser. Coedo et al. [14] evaluated the

easibility of a Nd:YAG 266 nm laser for the depth profiling

f steel substrate coated with copper single layers (Cu coating
hicknesses ranging from 6 to 200 �m). One of the big advan-
ages is the ability of the technique to provide information on
patial distribution in all three dimensions, dealing with inho-
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ogeneous samples. The changing transient signals produced
an provide information about the presence of heterogeneities,
lthough the time delay in the sample transport system (includ-
ng the sample cell volume) is a limiting factor, causing signal

ixing during the transportation of the ablated material, and
reventing accurate identification of the exact origin of every
ignal. Plotnikov et al. [15] used the evolution of the parameters
f single-shot response to reveal the true concentration profile
f spatially inhomogeneous samples. Bleiner et al. [16] detail
he principles and capabilities of the most common spatially
esolved analytical techniques (XPS, AES, SIMS, SNMS, GD-
ES, GD-MS, SEM-EDX and LA-ICP-MS), comparing their

patial resolution and robust/powerful detection capability. Sev-
ral of them (XPS, AES, SIMS, SNMS) offer nanometers depth
esolution, but no more than qualitative trends. LA-ICP-MS,
ombining the strong detection power of the ICP-MS with the
igh spatial resolution of the focused laser beam (10–100 �m
ateral, and 0.1–1 �m depth), is presented as an ideal technique
or quantitative spatially resolved analysis. Devos et al. [17]
ompared the advantages and drawbacks of LA-ICP-MS with
lectron probe microanalysis for spatially resolved trace analy-
is of early-medieval archaeological iron finds. Kang et al. [18]
emonstrated the ability of the technique to provide elemental
istribution information in micro spatial areas of dental tissues.
indness et al. [19] developed a method for two-dimensional
apping of trace elements to identify the influence of metabolic

onation by the liver on trace element distribution. Becker et al.
tilized LA-ICP-MS to produce images of element distribution
n thin sections (20 �m thickness) of human [20] and rat [21]
rain tissues. Karasev et al. [22] applied the technique to the
nalysis of total and insoluble contents of elements and inclu-
ion composition in Fe–M (M = Al, Ce and Ti) alloys. Izmer et
l. [23] compared the use of line scan and single point modes
o investigate elemental diffusion at the interface of NiCrAlY-
ased coatings on high-temperature alloys.

In many of the applications, quantification remains a chal-
enge, and different approaches were proposed to prepare sam-
les for calibration. Preparation of glass samples (fused beads)
24] or pellets [25] was performed to generate solid standards
hen matrix-matched certified reference materials are not avail-

ble. Aeschliman et al. [26] used analyte signals from desolvated
articles for a two-point calibration method, measuring online
he transport of sample particulates from the ablation cell with

piezoelectric microbalance to provide signal normalization.
offmann et al. [27] pointed out that the precision and accuracy
f the results are influenced by signal standardization, calibration
tandards and the mass-spectrometric measuring mode. San-
orn and Telmer [28] showed that line scan mode provided
ome advantages over spot analysis, obviating some compli-
ations such as changes in ablation yield and element frac-
ionation that occur with increasing pit depth and Gaussian pit

orphology.
The aim of the present work is to study the spatial distribu-
ion (both at surface and in depth) of the insoluble fraction of
l and Ti in steel samples by LA-ICP-MS, as well as to develop
ethodologies for bulk analysis of Al and Ti and for determi-

ation of soluble and total Al and Ti.
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Table 2
Certified values of Al and Ti in the CRM samples

Sample Al (%) Ti (%)

SS-451 – 0.090 ± 0.006
SS-452 – 0.020 ± 0.002
SS-453 – 0.016 ± 0.001
SS-454 – 0.0120 ± 0.0005
SS-455 – 0.028 ± 0.002
SS-456 0.008 ± 0.001 –
SS-457 0.008 ± 0.001 –
SS-458 0.140 ± 0.005 –
SS-459 0.068 ± 0.004 –
SS-460 0.028 ± 0.002 –
JK 37 0.0084 ± 0.0006 0.0039 ± 0.0006
JK 2D 0.0249 ± 0.0006 –
064-1 0.0330 ± 0.0011a, 0.0302 ± 0.0008b 0.0189 ± 0.0007
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. Experimental

.1. Instrumentation

Experiments were performed with a commercially avail-
ble quadrupled (266 nm) nanosecond Nd:YAG laser with Q-
witch (LSX-100, CETAC Technologies, Omaha, Nebraska,
SA) coupled to an ICP quadrupole mass spectrometer (ELAN
000, Perkin-Elmer, Sciex, Ontario, Canada). The operating
onditions of both the laser ablation and the ICP-MS instru-
ents are listed in Table 1. Instrument conditions were opti-
ized for best time-resolved data acquisition. A pure Fe

ample was used for optimization. Fe signals were acquired
nd visually examined as a function of time. The monitor-
ng of the signals in “real-time” allowed to change the oper-
ting parameters during the analysis and to select the best
arameters setting in terms of sensitivity and stability. Laser
ulse energy was measured with a laser power/energy meter
EM 400, Molectron Detector, Inc., USA). The depth and
idth of the craters and of the tracks were measured by
ptical microscopy, and their morphology was observed by
canning electron microscopy, SEM (DSM 400, Zeiss, Ger-
any).

.2. Samples
Certified reference materials (CRMs) SS-451 to 460 (carbon
teel, residual series) and 064-1 (Nb/Ti interstitial free steel),
rom the Bureau of Analysed Samples (BAS), and JK 2D (carbon

1
A
o
(

able 1
A-ICP-MS operating conditions

arameter

A (CETAC, LSX-100)
Laser type
Laser mode
Beam profile
Beam diameter
Wavelength
Pulse width
Transverse mode
Pulse energy output
Pulse repetition rate
Sample movement speed
Ablation chamber volume
Transport from ablation cell to MS

CP-MS (Perkin-Elmer Sciex, ELAN 6000)
Rf forward power
Ar plasma flow rate
Ar carrier flow rate
ICP frequency
Detector
Analytes
Dwell time
Sweeps/reading
Estimated reading time
Readings/replicate

Replicates
Data acquisition
Total content.
b Soluble content.

teel) and JK 37 (highly alloyed steel), from the Swedish Institute
or Metals Research, were analyzed. SS-451 to 460, 064-1 and
K 2D samples have a similar Fe content of about 98–99%,
hereas JK 37 sample contains 26.7% of Cr, 30.8% of Ni, 3.5%
f Mo and a Fe concentration of about 40%. Certified values for
l and Ti are listed in Table 2. Pure electrolytic iron BAM 098-
, from Bundesanstalt für Materialforschung und- prüfung, with

l and Ti contents lower than 1 ppm, was used as a blank. All
f them are spectroscopic standard certified reference materials
38 mm diameter × 19 mm discs).

Value

Nd:YAG pulsed
Q-switched
>95% fit to Gaussian
1.0 mm
266 nm (ultraviolet)
8 ns
TEM00 single mode
1–20 arbitrary units
1–20 Hz
3–100 �m s−1

100 cm3

Tygon tube (30 cm in length, 5 mm i.d.)

1100 W
14 l min−1

0.65 l min−1

40.86 MHz (free-running)
Dual mode
27Al, 57Fe, 48Ti
10 ms
3
150 ms
As many as provide enough replicate time allowing to evaluate the
complete signal produced in the laser sampling stage
One for transient signal acquisition and three for bulk analysis
Peak hopping, one point per peak and time resolved mode
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Table 3
Preparation and composition of glass samples (fused beads) for calibration

Bead no. Starting material (g) Composition (%)

Fe2O3 X3913 Al2O3 TiO2 Fe Al Ti

0 0.250 – – – 2.2 0 0
1 0.230 0.100 – – 2.2 0.0050 0.0031
2 0.215 0.200 – – 2.2 0.0098 0.0061
3 0.160 0.500 – – 2.2 0.0238 0.0149
4 0.120 0.750 – – 2.2 0.0349 0.0218
5 0.250 – 0.0060 0.0050 2.2 0.0397 0.0374
6
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respectively. Fig. 1 shows the dependence of the normalized ana-
lyte signal response, which corresponds directly to the quantity
of mass ablated, with the number of laser pulses for the dif-
0.250 – 0.0075
0.250 – 0.0100
0.250 – 0.0150

A series of nine glass samples (fused beads) with fixed Fe
ontent and different Al and Ti contents was prepared for cali-
ration. Mixtures of appropriate amounts of Fe2O3, Al2O3 and
iO2 (99.9%, Aldrich) were melted in a Pt crucible at 1200 ◦C for
min with 6 g of lithium tetraborate and 3 g of sodium carbonate.
he molten mass was poured on to a platinum plate, preheated

o dull red. To prepare the samples with low Al and Ti con-
ents, and to avoid the addition of very small weights of oxides,
ppropriate quantities of the certified converted slag X3913
AG der Dillinger Hüttenwerke, Dillinger, Germany), with cer-
ified contents of these elements (Fe = 14.61%; Al2O3 = 0.76%;
iO2 = 0.42%), were added. The amounts of starting materials
nd final composition of prepared beads are given in Table 3.
he weight of the beads was of 8 ± 0.10 g, whereas the total
eight of materials used for preparation was 9.25 g. The Fe, Al

nd Ti contents were calculated considering the real weight of
he obtained glasses (8 g), assuming that the weight loss is due
o the CO2 detachment from the 3 g of sodium carbonate used
n the fusion.

.3. Procedure

Experiments were done using the following laser sampling
odes: single point (laser is fired repetitively over a single posi-

ion of the sample), line scan (the sample is moving horizontally
t a constant speed) and rastering (several discrete single spots
re consecutively performed, with a specific number of laser
ulses on each spot and a specific distance between spots). The
ptimization of the laser operating parameters was performed
sing the pure electrolytic iron BAM 098-1. The laser pulse
nergy was selected in the range from 6 to 10 (arbitrary units),
orresponding to values ranging from 0.6 to 4 mJ pulse−1 (ener-
ies measured with a laser power/energy meter model EM 400
rom Molectron Detector, Inc., USA). As a good spatial resolu-
ion requires small spot size, the laser beam was always focused
t the sample surface, in order to work with the smallest crater
iameter attainable. A pulse repetition rate of 5 Hz was used for

ll tests, except for the in-depth analysis, where the pulse rep-
tition rate was increased progressively (1 Hz for the first scan,
Hz for the two followings, and 4 Hz for the two last). The error
ars in the plots represent standard deviation values based on
our replicates.

F
d

0.0075 2.2 0.0496 0.0561
0.0100 2.2 0.0662 0.0748
0.0150 2.2 0.0992 0.1122

. Results and discussion

.1. Influence of laser operating parameters

In LA-ICP-MS analysis, spatial resolution in all three dimen-
ions is theoretically limited by the ablation rate and crater aspect
atio (depth/diameter ratio of the crater) for depth profiling (dis-
rete spots, or single point laser sampling mode) and by the depth
nd width of the track for lateral profiling (line scan laser sam-
ling mode). By maintaining laser source, focusing conditions
nd pulse repetition rate constant, all these parameters depend
n the laser pulse energy. Crater aspect ratio and depth of the
rack also depend on the number of laser pulses and scan speed,
espectively. On the other hand, the intensity of the measured
ransient analytical signal is a result of the sum of weighted
esponses of neighbouring ablation pulses. Hence, the effect of
aser pulse energy, number of laser pulses, depth and width of
rater and track and scan speed on the analyte signal response
as been studied, in order to obtain the best laser operating con-
itions.

The influence of laser irradiance on analyte signal response
as tested for laser pulse energies of 0.6, 1.5, 2.5, 3.3 and 4.0 mJ,

esulting in irradiance values of 10, 15, 17, 19 and 21 GW cm−2,
ig. 1. Influence of number of laser pulses on normalized 57Fe signal for irra-
iance values ranging from 10 to 21 GW cm−2. Sample: CRM BAM 098-1.
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erent laser pulse energies. As expected, the higher the energy,
he higher the analyte signal response. On the other hand, it can
e observed that, during progressive ablation, the analyte sig-
al remains nearly constant by the first 50 pulses. Between 50
nd 150 pulses, it decreases sharply to about 80% of the initial
esponse, even with the highest irradiance (21 GW cm−2).

Between 150 and 300 pulses, there is a very gradual decay
f the signal, falling down later dramatically. This behaviour
an be explained, according to Tokarev et al. [29] by the three-
imensional plasma expansion that takes place in the surface
nd in the shallow craters, which implies a more significant
aterial removal, and by the one-dimensional expansion inside

he deep craters, where there is practically no material removal
ue to dense plasma and strong laser beam attenuation. In addi-
ion, both the defocusing and the cone-shaped crater develop-

ent, can also contribute to a decreasing signal with increas-
ng number of laser pulses, especially for higher laser pulse
nergies.

As a compromise between ion signal intensity and crater
iameter, a laser pulse energy of 1.5 mJ, providing a good sen-
itivity and a crater diameter of 40 �m (I = 15 GW cm−2), was
elected for further experiments. Bleiner et al. [30] studied the
nfluence of irradiance in crater morphology for different metals
Al, Cu, Fe, Zn, Mn, Co) showing that at low irradiance the crater
orphology did not develop uniformly and the reproducibility of

he micro-sampling becomes poor, whereas at high irradiance a
ore regular pan-shaped morphology was produced and a more

fficient material removal mechanism is attained. The depen-
ence of crater aspect ratio (depth/width) on number of laser
ulses, for the selected laser pulse energy (1.5 mJ), was also
ssessed. In agreement with our previous results [14], the diam-
ter at the top of the crater remained nearly constant (≈40 �m),
hereas the crater depth increased linearly from about 1 to
40 �m when the number of laser pulses increased from 1 to
50 �m. This corresponds to an ablation rate of approximately
�m per pulse. Fig. 2 illustrates the variation of the normal-
zed analyte signal response wit the crater aspect ratio. As can
e seen, the signal response clearly decreases for crater aspect
atios higher than 1.0, dropping to about 80% of the initial signal
esponse for values of about 3.5. Consequently, a crater aspect

ig. 2. Influence of crater aspect ratio on normalized 57Fe signal. Sample: CRM
AM 098-1. Laser sampling mode: single point; laser pulse energy: 1.5 mJ; pulse

epetition rate: 5 Hz; irradiance: 15 GW cm−2.
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ig. 3. Influence of scanning speed on depth of laser track. Sample: CRM BAM
98-1. Laser sampling mode: line scan; laser pulse energy: 1.5 mJ; pulse reple-
ion rate: 5 Hz.

atio value of ca. 1, which is obtained by firing the sample with
bout 40 laser pulses, was chosen for further tests.

The effect of scanning speed on depth of laser track was stud-
ed for 2, 5, 10, 20, and 40 �m s−1 by using the line scan laser
ampling mode. The applied laser pulse energy was the selected
alue of 1.5 mJ, so the width of laser track was about 40 �m in
ll cases. The results are depicted in Fig. 3. As can be seen, for
xed laser conditions the track depth varies inversely with scan-
ing speed. A scanning speed of 5 �m s−1 is required to achieve
laser track with a depth/width ratio of ca. 1 (i.e., a laser track
f about 40 �m both in width and depth), so this scanning speed
alue was selected for all further lateral profiling analysis. Tak-
ng into account an ablation rate of 1 �m pulse−1, the laser track
hould reach a uniform and unvarying depth of ca. 40 �m after
bout 8 s of line scanning (i.e., 40 laser pulses, at a pulse repe-
ition rate of 5 Hz). Fig. 4 shows the temporal behaviour of the
7Fe signal by using the line scan laser sampling mode and the
elected optimal conditions (laser irradiance 1.5 mJ, repetition
ate 5 Hz, and scanning speed 5 �m s−1). As can be observed, the
7Fe signal reaches a maximum intensity when ablation starts

nd, immediately, it drops slowly for about 8 s. This behaviour
an be related with the three-dimensional plasma expansion dur-
ng the firsts pulses, and with the gradual increasing of depth of

ig. 4. Temporal behaviour of raw 57Fe signal in CRM BAM 098-1 sample.
aser sampling mode: line scan; laser pulse energy: 1.5 mJ; pulse repetition

ate: 5 Hz; scanning speed: 5 �m s−1.
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ig. 5. Correlation between mean ion intensity values and certified content for
ulse energy: 1.5 mJ; pulse repetition rate: 5 Hz; number of laser pulses: 400; sc

he laser track until 40 pulses were fired. From ca. 8 to 50 s
i.e. 40–250 pulses), the signal reaches a plateau which is asso-
iated with the uniform depth of the laser track (ca. 40 �m);
herefore, the sample must be preablated during at least 8 s, in
rder to obtain a completely stabilized signal. This behaviour
grees with the dependence of signal intensity on crater aspect
atio, presented in Fig. 2. As crater aspect ratio increased, the
on signal intensity decreased, reaching a stable value when the
rater aspect ratio remained constant. This behaviour is in agree-
ent with the effects of crater development on signal intensity

resented by Borisov et al. [31].

.2. Calibration graphs

Before establishing the calibration graphs, the Al and Ti sig-
als behaviour of the CRM steel samples listed in Table 2, as well
s the CRM BAM 098-1 (which was used as a blank), was evalu-
ted. The samples were ablated for 80 s (i.e., 400 laser pulses) by
sing the line scan laser sampling mode and the optimized laser
perating parameters (laser pulse energy 1.5 mJ, scanning speed

�m s−1, and preablation time 20 s). Fig. 5 shows the correla-

ion between mean ion intensity values and Al and Ti certified
ontent. As can be observed, a poor signal–concentration cor-
elation (see the low regression coefficients in Fig. 5) and large

i
J
c
m

ig. 6. Calibration graphs for Al (left) and Ti (right) in fused beads. Laser sampling m
f laser pulses: 400; scanning speed: 5 �m s−1; scanning length: 400 �m; preablation
ft) and Ti (right) in CRM steel samples. Laser sampling mode: line scan; laser
g speed: 5 �m s−1; scanning length: 400 �m; preablation time: 20 s.

tandard deviation values are attained. Taking into account the
igh similarity of the matrix in all CRMs (excepting in JK 37
ample), the rather poor linearity could be associated with an
nhomogeneous distribution of the Al and Ti in the iron matrix.

In order to create the calibration graphs, the glass samples
fused beads) listed in Table 3 were ablated and analyzed by
A-ICP-MS under the same operating parameters as those used

or steel samples. The correlation between mean ion intensity
alues and Al and Ti contents is illustrated in Fig. 6. As expected
or a homogeneous material, a good linearity and low standard
eviation values are obtained.

Comparing Figs. 5 and 6, it can be observed that the ion
ignals are approximately three times higher in the fused bead
amples than in the steel samples, with significantly lower stan-
ard deviations and better linearity. Differences in the ablation
ield resulting from differences in target matrix (differences in
he mass of the ablated sample relative to the metal and glass
amples, i.e. ablation efficiency) can be compensated by the use
f internal standardization, which would fit ion signals from
etal and glass samples. Hence, as Fe is the matrix element
n the CRM steel samples (98–99% for all of them, except for
K 37 sample with a Fe content of about 40%) and it has a
onstant content in the prepared fused beads (Table 3), this ele-
ent was chosen as internal standard. Considering the large

ode: line scan; laser pulse energy: 1.5 mJ; pulse repetition rate: 5 Hz; number
time: 20 s.
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ig. 7. Calibration graphs for Al (left) and Ti (right) in fused beads, using 57Fe a
ode: line scan; laser pulse energy: 1.5 mJ; pulse repetition rate: 5 Hz; number o

ime: 20 s.

inear dynamic concentration range of the ICP-MS technique,
he Fe signal value from the 2.2% of Fe content in the beads
about 8 × 104 cps) was extrapolated to the value that should
orrespond to a 100% of Fe (8 × 104 × 100/2.2 = 36 × 105). This
alue (36 × 105) is three times higher than the Fe signal for the
RM steel samples (ca. 12 × 105 cps). That is, the signal of
oth analytes (Al and Ti) and of the internal standard (Fe) is
hree times higher for the calibration standards (glasses) than
or the steel samples (CRMs). The Fe signal of JK 37 high alloy

teel sample was also correlated to 100%. Consequently, using
l/Fe and Ti/Fe ratio signals (providing that the Fe signals are

hose which would correspond to a 100% of this element), the
alues from beads and from steel samples, with similar Al or Ti

b
t
o
A

ig. 8. Temporal behaviour of raw (left) and normalized (right) 27Al (strong line), 4

in Table 3). (a) Laser sampling mode: single point; number of laser pulses: 300. (b
00 �m, after a preablation time of 20 s. Laser pulse energy: 1.5 mJ; pulse repetition
nal standard. Ratio signals for CRM steel samples are included. Laser sampling
r pulses: 400; scanning speed: 5 �m s−1; scanning length: 400 �m; preablation

ontent, should be comparables. Then, the calibration graphs,
or Al and Ti determination in steel samples, can be constructed
y normalizing the 27Al and 48Ti signals of the glass samples to
he signal that would correspond to a 100% of Fe. The obtained
lots, from the beads samples listed in Table 3, are depicted in
ig. 7. The 27Al/57Fe and 48Ti/57Fe ratio values for the CRM
teel samples are included, only in order to know their coinci-
ence with the linear fit of the calibration graph, but they have not
een considered to calculate the regression coefficients. As can

e observed, the use of this approach makes possible to compare
he ablation yield for both types of samples. However, the use
f ratio signals does not improve the standard deviation of the
l and Ti values in the CRM metal samples (they remain simi-

8Ti (soft line) and 57Fe (dotted line) signals in a glass sample (fused bead no.
) Laser sampling mode: line scan; scanning speed: 5 �m s−1; scanning length:
rate: 5 Hz.
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Fig. 9. Temporal behaviour of raw (left) and normalized (right) 27Al (strong line) and 57Fe (soft line) signals in CRM SS-458 carbon steel sample for a spot (a) and
a line scan (b). (a) Laser sampling mode: single point; number of laser pulses: 300. (b) Laser sampling mode: line scan; scanning speed: 5 �m s−1; scanning length:
600 �m, after a preablation time of 20 s. Laser pulse energy: 1.5 mJ; pulse repetition rate: 5 Hz.

Fig. 10. Temporal behaviour of raw (left) and normalized (right) 48Ti (strong line) and 57Fe (soft line) signals in CRM SS-451 carbon steel sample for a spot (a) and
a line scan (b). (a) Laser sampling mode: single point; number of laser pulses: 300. (b) Laser sampling mode: line scan; scanning speed: 5 �m s−1; scanning length:
600 �m, after a preablation time of 20 s. Laser pulse energy: 1.5 mJ; pulse repetition rate: 5 Hz.
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ar and some times higher that when using raw signals, Fig. 5),
hich proves that the dispersion found in the results is mainly
ue to the heterogeneous distribution of the insoluble fractions
f Al and Ti.

.3. Spatial distribution of Al and Ti in steel samples

To study the spatial distribution of Al and Ti in the CRM steel
amples, several zones were examined for both single point (300
aser pulses) and line scan (600 �m of length, after a preablation
ime of 20 s) laser sampling modes. Normalization of the raw
ignals was used to eliminate the variations associated with the
rater development in single spot and the fluctuations related
ith the track growth in line scan. In the graphics, both raw

nd normalized signals were plotted. Firstly, for comparative
urpose, the temporal behaviour of Al, Ti and Fe signals for a
omogeneous glass sample (the fused bead no. 6 in Table 3) was
tudied. The results are shown in Fig. 8. In the plot correspond-
ng to a single spot (Fig. 8a), a different behaviour was found
etween raw and normalized signals during the firsts pulses. In

he temporal behaviour of the raw signals, after a peak associated
ith the surface three-dimensional plasma expansion, a steady-

tate appears. In the normalized signals, during the first pulses
associated to the peak) the Al/Fe and Ti/Fe ratios were different

f

v
p

ig. 11. Temporal behaviour of normalized 48Ti signals for 16 different spots (d
175 �m × 175 �m) of CRM SS-451 carbon steel sample. Laser sampling mode: r
both in horizontal and in vertical direction): 45 �m; laser pulse energy: 1.5 mJ; pulse
71 (2007) 2108–2120

han those of the steady state. This behaviour can be attributed
o variations in mass entrainment/transport efficiency, probably
ue to differences in particle size distribution during ablation
t a fresh sample surface and after the crater was developed.
fter stabilization of the signals, a steady state appears, from
0 to 300 pulses, this proving the homogeneous distribution of
l and Ti along the crater depth. The plot corresponding to the

ine scan (Fig. 8b) shows stable signals along the whole line,
hich demonstrates the homogeneous distribution of Al and Ti

n the surface. The 27Al and 57Fe ion intensity charts for CRM
S-458 sample corresponding to a single spot and a line scan, in
heterogeneous zone, are shown in Fig. 9; similar charts for 48Ti
nd 57Fe in CRM SS-451 sample are illustrated in Fig. 10. In
oth figures, the trend of the 57Fe signal is analogous in all cases
o that of the glass sample, as expected for an element homo-
eneously distributed in the samples, whereas the behaviour of
he 27Al and 48Ti signals is quite different. Nevertheless, when
blating zones with a homogeneous Al and Ti distribution, the
ime resolved signals of these elements do not present differen-
iated peaks, showing a similar trend to that observed in Fig. 8

or the glass samples”.

Al signal in Fig. 9 and Ti signal in Fig. 10, show substantial
ariations with a very similar shape in both raw and normalized
lots, which proves that these variations can be attributed to the

istributed in four rows, with four spots in each row) in an inclusion zone
astering; number of laser pulses: 300 for each spot; distance between spots
repetition rate: 5 Hz.
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ig. 12. Analytical results obtained for Al (left) and Ti (right) in CRM steel s
epicted in Fig. 7 and 57Fe as internal standard. Laser experimental conditions

eterogeneous distribution of the Al and Ti insoluble fractions.
ig. 9a shows a well-differentiated peak of 27Al that appears
fter firing 150 laser pulses that demonstrates the presence of
n inclusion of Al at a position of ca. 150 �m below the sample
urface (taking into account an ablation rate of 1 �m pulse−1).
he line scan reveals the existence at the surface of a zone rich

n Al between 0 and 100 �m and two inclusions at about 150
nd 450 �m (Fig. 9b). The wide peak of 48Ti shown in Fig. 10a
an be attributed to a thick inclusion located at a depth of ca.
25 �m. The line scan illustrates the presence at the surface of

wo inclusions of Ti at about 150 and 475 �m (Fig. 10b).

In addition, a heterogeneous area of 175 �m × 175 �m was
xamined for Ti in the CRM SS-451 carbon steel sample using
astering mode for laser sampling. In the selected area, 16 single

3

u

ig. 13. Temporal behaviour of normalized 27Al and 48Ti signals in CRM 064-1 Nb/T
soft line) samples. Insets: detail of the 260–300 �m interval of scanning length. Las
Hz; scanning speed: 5 �m s−1; scanning length: 1000 �m, after a preablation time o
es. Quantification was carried out by using the fused bead calibration graphs
ig. 8.

pots were performed, with 300 laser pulses fired on each spot.
he 16 spots were distributed in four rows, with four spots in
ach row. The distance between spots, both in horizontal and in
ertical direction, was 45 �m. Fig. 11 presents the 48Ti transient
ignals (normalized to 57Fe) corresponding to each spot. As can
e seen, there are no peaks (i.e., insoluble inclusions) in spots
, 6, 8, 9, 11 and 15, whereas the peaks that appear in the other
pots reveal the existence of Ti heterogeneities at the surface and
nside the sample.
.4. Bulk analysis

Calibration graphs obtained from fused beads (Fig. 7) were
sed to determine the concentration of total Al and Ti in the

i interstitial free steel (strong line) and CRM BAM 098-1 pure electrolytic iron
er sampling mode: line scan; laser pulse energy: 1.5 mJ; pulse repetition rate:
f 20 s.
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Fig. 14. Temporal behaviour of normalized 27Al (strong line) and 48Ti (soft line)
signals in CRM 064-1 Nb/Ti interstitial free steel sample for five successive scans
on the same line, and cross-section SEM images of the laser track after each scan.
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RM steel samples listed in Table 2. The analytical results are
ncluded in Fig. 12. As can be seen, the measured concentrations
orrespond with the certified values within the experimental
ncertainty. Only for Al in SS-456 and SS-457 samples the
esults were not entirely satisfactory, which could be attributed
o the low Al concentration (0.008%), together with its heteroge-
eous distribution. However, the results obtained for Al (and also
or Ti) in JK 37 sample are in good agreement in spite of their
ow content (0.0084% for Al and 0.0039% for Ti). A possible
xplanation to account for this is that the Al and Ti distribution
n JK 37 sample (in fact, a high alloy steel with a Fe content
f about 40%) is very probably more homogeneous than in SS
amples (carbon steels with a Fe content of 98–99%).

From these results it is clear that, in spite of the heterogeneous
istribution of Al and Ti in the CRM steel samples, laser sam-
ling by line scan and calibration with synthetic fused beads can
rovide, after an optimization of laser operating parameters, an
cceptable approach for bulk quantitative analysis by LA-ICP-
S.

.5. Determination of soluble and total Al and Ti

The determination of soluble and total Al and Ti was per-
ormed on the CRM 064-1 (Nb/Ti interstitial free steel) sample
ith certified values (Table 2) for total and soluble Al and for

otal Ti. CRM BAM 098-1 (pure electrolytic iron) sample was
sed as a blank. 57Fe was used as internal standard. The line scan
aser sampling mode and the optimized laser operating param-
ters (laser pulse energy of 1.5 mJ, scanning speed of 5 �m s−1

nd preablation time of 20 s) were employed. The calibration
raphs obtained from fused beads (Fig. 8) were used. The ana-
ytical determinations were performed at the sample surface and
n-depth.

For the analysis at the sample surface, four line scans of
000 �m length were carried out at four different positions cho-
en at random. The normalized 27Al and 48Ti ion intensity charts
ttained for one of the line scans are illustrated, as an example,
n Fig. 13. The ablated zone shows a clear heterogeneity, fun-
amentally between 250 and 600 �m. For the in-depth analysis,
our tests, each one consisting of five successive scans on the
ame line (300 �m length), at four different positions chosen
t random, were carried out. In order to reach a depth of laser
rack of about 10–12 �m for each scan, the pulse repetition rate
as increased progressively: 1 Hz for the first scan, 2 Hz for

he two followings, and 4 Hz for the two last. The normalized
7Al and 48Ti ion intensity charts attained for the five scans of
ne of the tests are plotted, as an example, in Fig. 14, where
he cross-section SEM images of the laser track after each scan
re also shown. The width of the laser track was ca. 40 �m,
s expected, whereas the depth after each one of the five con-
ecutive scans was about 12, 26, 37, 47 and 62 �m (i.e., the
epth/width ratio was in all cases lower than 1.5). A notice-
ble heterogeneous distribution of Al and Ti can be observed at

epth.

The quantification was carried out from the normalized 27Al
nd 48Ti ion intensity values attained for the four line scans (anal-
sis at the sample surface) and for the five successive scans of

t
a
v
a

Hz for the scan 1, 2 Hz for the scans 2 and 3, and 4 Hz for the scans 4 and 5;
canning speed: 5 �m s−1; scanning length: 300 �m, after a preablation time of
0 s.

he four tests (in-depth analysis). It was considered that, for each
can, the average of all the net ion intensity values corresponded
o the total element content. Similarly, the soluble element con-
ent was associated to the average of the net ion intensity values
n the zones where no significant peaks appeared (e.g. in the case
f Fig. 13, these zones would be the following scanning length
ntervals: 70–270, 590–690, 730–870, and 900–1000 �m, for
l; 0–130 and 620–1000 �m, for Ti).
Fig. 15 shows the analytical results obtained for total and

oluble Al and Ti at the sample surface (average of the results
or the four line scans) and in depth (average of the results for
he five successive scans of the four tests).

As can be seen, the values obtained by analysis at the sample
urface for soluble and total Al concentration in CRM 064-1
iffer significantly from each other and both values agree with
he certified values. However, analytical results obtained for

he in-depth analysis were not completely satisfactory because,
lthough an acceptable concordance between certified and found
alues is obtained, a distinction cannot be made between soluble
nd total amount of Al. This can be due to the thermal effects
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Fig. 15. Analytical results obtained for total and soluble Al and Ti at sample
surface and in-depth in CRM 064-1 (Nb/Ti interstitial free steel) sample. Quan-
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ification was carried out by using the fused bead calibration graphs depicted
n Fig. 7 and 57Fe as internal standard. Laser experimental conditions for the
nalysis at sample surface as in Fig. 13, and for the in-depth analysis as in Fig. 14.

ssociated with the nanosecond UV laser ablation of metals, as
ell as to the Gaussian laser beam profile.
With respect to the Ti, analytical results obtained for total con-

ent at sample surface and in-depth agree reasonably well with
he certified value. However, there is not significant difference
etween the total and soluble contents determined by LA-ICP-
S. Probably, the insoluble fraction of Ti is so low (as it can be

educed from the low intensity of the Ti peaks in Figs. 14 and 15)
hat really cannot quantitatively be distinguished. Unfortunately,
nly total Ti value is certified in the CRM 064-1 sample and
herefore the results cannot be demonstrated. In fact, due to
he great difficulty that presents the analytical differentiation
etween total and soluble Ti in steels by any analytical tech-
ique CRM samples with certified values for total and soluble
i do not exist. Consequently, between the two performed tests
analysis at the sample surface and in-depth), we propose the first
ne (i.e., analysis at the sample surface) as a suitable alternative
o the time-consuming and tedious classical method, taking into
ccount that, in this case, the values obtained for both soluble
nd total Al concentration in CRM 064-1 differ significantly
nd agree with the certified values. In addition, this test is easier
nd faster than the analysis in-depth. In the case of Ti, we think
hat the proposed method is also acceptable for sufficiently high
nsoluble Ti contents, although it has not been demonstrated due
o the unavailability of CRM samples with certified values for
otal and soluble Ti.

. Conclusions

The spatial distribution (both at surface and within the sam-
le) of Al and Ti in steel samples can be qualitatively estimated
y LA-ICP-MS using single point, line scan and rastering laser

ampling modes. It has been proved that the insoluble fraction
f Al and Ti is heterogeneously distributed in the studied CRM
teel samples. This heterogeneous distribution of the insoluble
raction may explain the high standard deviation values, as well

[

[
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s the poor regression coefficients obtained from the correlation
f their ion intensities and certified contents. Obviously, with
hese samples it is not possible to establish calibration graphs
or quantification. However, the use of synthetic fused beads for
alibration and 57Fe for internal standardization (to compensate
he differences in ablation efficiency between steels and glasses)
ermits the bulk analysis of Al and Ti with acceptable results.
lso, it allows the rapid determination of soluble and total Al

oncentration, by analysis at the sample surface, yielding results
hat agree reasonably well with the certified values. With regard
o the determination of soluble and total Ti concentration, we
elieve that the proposed method is valid, too, although it could
ot be demonstrated due to the lack of suitable CRMs. The pro-
osed methodology constitutes a good alternative to the difficult,
aborious and time-consuming classical method, and, in addi-
ion, avoids the possible errors associated with the partial acid
issolution of the insoluble aluminium and titanium inclusions.
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bstract

The optimisation of ICPMS collision/reaction cell conditions for the simultaneous analysis of arsenic and selenium is described. A mixture of

.8 mL min−1 of H2 and 0.5 mL min−1 of He was found to be suitable for the removal of both ArAr+ and ArCl+ interferences. Detection limits
own to 30 ng (element) L−1 in total analysis, and between 81 and 230 ng (element) L−1 in speciation analysis were achieved in chloride matrix
1 g L−1 NaCl). After validation, the method was applied to commercially available mineral waters.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The introduction of ICPMS equipped with collision/reaction
ell (C/RC) is a promising approach to overcome problems
inked with polyatomic interferences [1]. Nevertheless, cell con-
itions are often optimised considering one element, leading to
he loss of ICPMS multielemental capability which is charac-
erized by the use of “multi-mode” analysis (where different
ettings are successively applied to the C/RC during the mea-
urement of one sample) available for total measurements [2].
or instance, while the addition of a collision gas such as helium
3–5] suppresses the major interferent of arsenic, i.e. ArCl+,
ydrogen [3,6–8] or methane [9], which are reactive gases, are
sed for removal of selenium interferences, i.e. ArAr+. Few stud-
es deal with the simultaneous elemental analysis of As and Se
10,11]. Chan and Lo have used ammonia to remove As and
e interferences, but two different settings of C/RC bandpass

ere necessary to eliminate the new interferences created in the
/RC system, which is not suitable for speciation analysis [10].
iemela et al. have used 7.5 mL min−1 He premixed with 7%

∗ Corresponding author. Tel.: +33 559 407 753; fax: +33 559 407 781.
E-mail address: maite.bueno@univ-pau.fr (M. Bueno).
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s
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.09.019
ter; Octopole

2 in a hexapole C/RC system to remove ArCl+ and ArAr+

nterferences [11]. Detection limits were calculated with identi-
al gaseous (C/RC) conditions for both elements but using two
eparate matrices: 29 ng L−1 was obtained for 80Se in 2% HNO3
nd 153 ng L−1 for 75As in 5% HCl. Nevertheless, as far as we
now, no paper has presented C/RC conditions suitable for the
imultaneous speciation of As and Se.

In this paper, we propose the optimisation of an octopole
ollision/reaction cell for the simultaneous removal of As and
e interferences. Such working conditions are evaluated for total
nd speciation (inorganic forms) analysis. Different applications
o mineral and certified rain waters are also presented.

. Experimental

.1. Reagents

Ultrapure water was obtained from a Milli-Q System (Mil-
ipore Co., Bedford, MA, USA). Sodium selenite and selenate
Merck, Darmsdadt, Germany), sodium arsenite (Aldrich, Stein-

eim, Germany) and arsenate (Prolabo, Fontenay-sous-Bois,
rance) were used without further purification. Stock standard
olutions containing 1000 mg (element) L−1 of each compound
n ultrapure water were stored in the dark at 4 ◦C. Working stan-
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ard solutions were prepared daily by successive dilutions in
ltrapure water and in 1 g L−1 NaCl (Suprapur, Merck, Darms-
adt, Germany) for C/RC gas flow rates optimisation.

Ammonium hydrogen phosphate ((NH4)2HPO4) (Merck,
armsdadt, Germany) and methanol (HPLC grade, J.T. Baker,
eventer, Holland) were used for mobile phase preparation. The
H was adjusted by drop wise addition of 30% ammonia solution
Merck, Darmsdadt, Germany). Mobile phase (12.5 mmol L−1

hosphate buffer, pH = 8.5) was continuously degassed while
elivered (flow rate 1.5 mL min−1).

Glassware was decontaminated by soaking overnight in 10%
v/v) nitric acid solution and rinsed with ultrapure water before
se.

A certified reference material, the TM-Rain 95 (National
ater Research Institute, Canada), was chosen to validate opti-
ised working conditions, due to its low levels of selenium and

rsenic (1070 ± 250 ng (As) L−1, 740 ± 290 ng (Se) L−1).

.2. Instrumentation for ICPMS and HPLC system

The ICPMS instrument used was the 7500c from Agilent
echnologies (Tokyo, Japan), equipped with an octopole reac-
ion cell. Recommended gases for this instrument are helium
nd hydrogen (Air Liquide, Paris, France) both having a purity
f 99.995%. The sample introduction system consisted of a con-
entric nebuliser (Meinhard Associates, California, USA) and a
cott double pass spray chamber cooled to 2 ◦C. The operating
onditions were optimised daily using a solution of 10 �g L−1

f gallium, yttrium, thallium and cerium, with typical settings
eing: plasma power 1500 W, cooling gas flow 15 L min−1, aux-
liary gas 0.9 L min−1, carrier gas 1–1.1 L min−1, extract lens

160 V. For total measurements, isotopes from m/z = 72 to 83
ere monitored (integration time 0.1 s per isotope, 3 points per
eak). Sampler and skimmer cones are made of nickel.

The chromatographic system consisted of an Agilent 1100
eries HPLC pump, equipped with autosampler and variable
olume sample loop, and a Hamilton PRPX-100 column (10 �m
article size, 25 cm length × 4.1 mm i.d.). The HPLC–ICPMS
nterface was made up of a polyetheretherketone (PEEK) tube.
n this configuration, plasma power was increased up to 1600 W
nd isotopes from m/z 75 to 82 were monitored using an integra-
ion time of 0.4 s per isotope. Since, As and Se are mainly present
s their inorganic forms in waters [12,13], selected chromatog-
aphy, adapted from Guérin et al. [14], allowed the separation of
rsenite AsIII, arsenate AsV, selenite SeIV and selenate SeVI.

.3. Optimisation strategy for C/RC parameters

Optimisation of gas flow rates added in the C/RC was realized
sing experimental design methodology according to Goupy
15] and Sado and Sado [16]. This methodology is the only
pproach allowing a set of discrete experimental results to be
onverted into continuous information in order to have maxi-

um knowledge in any point of a given experimental field with

n optimal precision. It has been successfully applied in previ-
us work devoted to C/RC conditions optimisation for selenium
etermination [17]. The same approach was used in this work for

(
w
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he simultaneous determination of As and Se in difficult chloride
atrix (1 g L−1 NaCl).
The optimisation was performed in total analysis, in the

ange 1–5 mL min−1 for H2 and 0–2 mL min−1 for He, chosen
fter preliminary experiments. For each combination of levels,
blank solution, i.e. 1 g L−1 NaCl in ultrapure water, and solu-

ions containing 0.5–5 �g (element) L−1 in the same matrix
ere measured. All experiments were performed within one
orking day in duplicate. Level “0”, i.e. 3 mL min−1 of H2 and
.3 mL min−1 of He was performed three times: at the beginning,
n the middle, and at the end of the experiments. The effects,
recision of each factor and interaction between them were
etermined using an ordinary least squared regression model.
or all the experiments, regression and bias factors as well as
egression coefficients were checked and shown to be signi-
cant.

Ion lens settings were also optimised in a chloride matrix
piked with 10 �g L−1 of As, Se, Ga and Y. Lens adjustment was
onducted, as recommended by the constructor, in the following
rder: quadrupole bias (QB) and octopole bias (OB) difference
QB − OB), OB (keeping constant the difference between QB
nd OB), cell entrance (CEn), cell exit (CEx), and plate bias
PB).

.4. Analytical figures of merit

Analytical performances of the method were described in
erms of sensitivity (calibration curves established with standard
olutions in 1 g L−1 NaCl up to 50 �g (element) L−1), detection
imits (LOD, calculated according to IUPAC recommendations
18]) and repeatability (for 10 measurements of 1 �g (element)
−1 solution for total analysis, and for 6 measurements of a
olution containing 2 �g (element) L−1 per species for speci-
tion analysis). For total measurements, selenium was used as
elenate (SeVI) and arsenic as arsenate As(V).

. Results and discussion

.1. Optimisation of C/RC conditions

For each isotope, two responses were chosen to evaluate the
/RC efficiency: the net sensitivity (XS) which is the slope of

he calibration curve, and the sensitivity to background ratio
XSBR). For the isotopes 75As and 80Se, the modelling of their
espective responses is given in the equations (I) to (IV):

5S = 1.0880 − 1.5483(H2) − 0.5652(He)

+ 0.4021(H2 × He) + 0.5323(H2)2 (I)

0S = 1.1724 − 0.6825(H2) − 0.4338(He) (II)

5SBR = 0.07395 − 0.03287(H2)2 (III)

0 2
SBR = 0.01852 + 0.00770(H2) − 0.00575(H2) (IV)

For both isotopes, sensitivity decreases with addition of gases
according to equations (I) and (II)). Hence, minimal flow rates
ere selected. The equations (III) and (IV) show that helium has
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Fig. 1. Modelling of sensitivity to background ratio (SBR) for 75As (�) and
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broader, leading to a detection limit of around 250 ng (Se) L .
An example chromatogram is presented in Fig. 3.

Absolute detection limits of different techniques used for
simultaneous inorganic arsenic and selenium speciation are

Table 1
Analytical performances for simultaneous analysis of arsenic and selenium in
chloride matrix (1 g L−1 NaCl)

LOD (ng (element) L−1) Repeatability (%)

75As Total 25 2.5
AsIII 90 5.7
AsV 95 4.6

78Se Total 45 1.9
SeIV 90 2.0
SeVI 270 5.4
0Se (�) as a function of H2 flow rate with 0.5 mL min−1 of He – solution of
0 �g (element) L−1 of As and Se, in 1 g L−1 NaCl. The average of experimental
ensitivity to background ratio are represented for 75As (©) and 80Se (�).

o influence on signal to background ratio, therefore He flow rate
as settled at the minimum, i.e. 0.5 mL min−1. The evolution of

5SBR and 80SBR versus hydrogen flow rate is presented in
ig. 1. For both isotopes, the curves show domains of H2 flow
ates which lead to maximum SBR. For lower flow rates, SBR
ncreases with hydrogen flow due to the removal of interferences.
or higher H2 flows, SBR decreases which is mainly due to the
trong decrease of sensitivity as indicated by equations (I) and
II). The domains of H2 flow rates giving maximum 75SBR and
0SBR do not totally overlap, probably due to the differences
oth in abundance and bond energy between ArCl+ and ArAr+

imers. As (i) the value of maximum 75SBR is higher than the
ne of 80SBR (×3.5) and, (ii) concentrations of arsenic species
re generally 10 times higher than those of selenium species
n natural waters [12,13], a flow of 3.8 mL min−1 of H2 was
elected. Such flow adjustment leads to a 75SBR representing
6% of the maximum.

Appropriate voltages of the five ion lenses around the C/RC
llow a better focalisation of the ion beam and kinetic energy
iscrimination [19]. Their optimisation resulted in the following
alues: CEn = −20 V, CEx = −20 V, PB = −45 V, OB = −14 V,
B = −13 V.
In order to check if C/RC conditions previously optimised can

e applied with HPLC coupling and if no new interferences are
reated, the influence of mobile phase composition was eval-
ated using HPLC conditions, i.e. plasma power 1600 W and
ample uptake 1 mL min−1. Signals of 75As, 78Se, and 80Se
ere measured in three different solutions spiked with 10 �g

element) L−1: ultrapure water, ultrapure water + 3% MeOH and
hosphate buffer containing 3% MeOH. Net signals are reported
n Fig. 2. Whatever the medium and for all measured isotopes,
he blank signal remains negligible relative to the signal from

10 �g (element) L−1 solution which suggests no new inter-
erences are created. As expected [20], the addition of a small
mount of methanol increases As and Se signals by about a factor
, and weak matrix effects are observed in phosphate buffer, i.e.
% lower signal in comparison with ultrapure water containing

ethanol. A similar pattern was observed with total conditions

i.e. plasma power: 1500 W and sample uptake 0.4 mL min−1)
data not shown). Hence, no new interferences are created and
/RC conditions are suitable for speciation analysis.

8

D

function of plasma power and sample introduction flow rate (10 �g (element)
−1 in ultrapure water, ultrapure water + 3% MeOH and phosphate buffer, i.e.
2.5 mmol L−1 (NH4)2HPO4 with 3% MeOH).

.2. Analytical figures of merit

Analytical performances for 75As, 78Se and 80Se are sum-
arized in Table 1. Linear calibration are precisely adjusted

R2 > 0.999) in the concentration range tested (up to 50 �g
element) L−1) for total and speciation determinations. For
otal analysis, detection limits are around 30 ng (element) L−1

or both elements which represents a two-fold and five-fold
mprovement respectively for arsenic and selenium in compar-
son with standard mode on the same instrument. Detection
imits obtained with identical C/RC conditions for As and Se
s reported by Niemela et al. are similar to those reported in this
ork for Se, despite the use of a 2% HNO3 matrix instead of a

hloride matrix used in this work [11]. For As, detection limits
ere calculated in a different matrix than for Se, i.e. 5% HCl,

nd are five times higher than those calculated here in 1 g L−1

aCl [11].
With HPLC coupling, detection limits are around 100 ng (ele-

ent) L−1 for AsIII, AsV, and SeIV species. The peak of SeVI is
−1
0Se Total 35 1.4
SeIV 81 3.0
SeVI 230 4.6

ata for total and inorganic speciation determinations.
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ig. 3. Example chromatogram for AsIII, AsV, SeIV, and SeVI at 10 �g (ele-
ent) L−1 in 2 g L−1 NaCl matrix.

ompared in Table 2. The lowest ones are obtained using CZE-
CPMS [26] but due to the small injection volume (0.6 �L), such
oupling presents high relative detection limits, not adapted to
he analysis of natural waters. In comparison with our results,
poly and Fodor [21] have obtained lower detection limits using
PLC connected to two independent atomic fluorescence detec-

ors (one for As detection and the other for Se) via a T-piece.
evertheless, in this case hydride generation was used for sam-
le introduction and SeVI could not be analyzed simultaneously
s no on-line pre-reduction step was included. With HPLC sepa-
ation, absolute detection limits are in the range of ten picogram

or As species and are similar to those found in this work. Con-
idering the higher volume injected, our relative detection limits
re lower. For selenium species, the monitoring of 80Se results

p
p
s

able 2
omparison of absolute detection limits (in pg) of different analytical techniques for

echniquea AsIII AsV SeIV

E-HPLC-ICPMS 17 23 94
E-HPLC-HG-(AFS)2 0.5 0.7 1

P-HPLC-ICPMS 1.8 2 16
E-HPLC-ICPMS 4 12 67
E-HPLC-ICPMS 4 6 120
E-HPLC-ICPMS 18 17 185
E-HPLC-ICPMS 10 10 40
E-HPLC-ICPMS 38 29 210
I-CZE-ICPMS nd 0.048 0.
I-CZE-ICPMS 7.8 3.6 21.
E-ICP-CRC-MS 9 10 8

a AE, anion exchange; IP, ion pair; PI, pressure injection; EI, electromigrative injec

able 3
s and Se quantification in natural waters, including total and inorganic speciation de

75As 78Se

Total AsIII AsV Total S

M-Ra 1340 ± 19 ndc 1255 ± 27 611 ± 13 6
b 300 ± 18 nd 361 ± 22 418 ± 21 n
b 4372 ± 12 nd 4393 ± 10 133 ± 19 n
b 4680 ± 36 nd 4673 ± 22 197 ± 12 n
b 3760 ± 39 nd 3573 ± 63 210 ± 18 n

ncertainty represents the standard deviation of three replicate analyses.
a TM-Rain 95, certified values: 740 ± 290 ng (Se) L−1 and 1070 ± 250 ng (As) L−
b A, B, C, D are commercially available mineral waters; B, C, and D have the same

espectively.
c Non-detected.
71 (2007) 2080–2084 2083

n absolute detection limits lower by a factor 2 to 27, depending
n the species.

.3. Application to spiked and natural samples

In order to check accuracy (trueness and precision), our con-
itions were applied to the certified TM-Rain95 water. Differ-
nt commercially available mineral waters were also analyzed.
esults obtained are presented for 75As, 78Se, 80Se in Table 3.
ample analysis was performed in triplicate using standard addi-

ions.
As detailed in a previous paper [17] equations of correction

re necessary to correct 80Se signal from Br hydridation when
C/RC system is used. Hydridation of germanium and arsenic
ere also observed, creating new interferences (74GeH+ and

5AsH+, respectively) but those not corrected here as germanium
as not found in analysed samples, and 76Se was not used for
uantification.

The samples were also analysed in speciation mode. As
hown in Fig. 3, with the chromatographic conditions used, a
hlorine-containing species has a retention time of 5.3 min and
s separated from As species (retention times of 1.9 and 7.9 min
or AsIII and AsV, respectively). However, the use of a C/RC
revents possible overlapping. Moreover, a bromine-containing
eak (retention time 10.30 min) is separated from selenium
pecies; thus m/z 80 can be monitored without misinterpretation

simultaneous As and Se speciation

SeVI Volume (�l) References

177 100 [14]
nd 100 [21]
19 25 [22]
227 100 [23]
140 100 [24]
135 50 [25]
40 10 [26]
190 50 [27]

234 0.294 0.6 [28]
6 34.8 0.6 [28]

23 100 This work

tion; CZE, capillary zone electrophoresis.

terminations (values in ng (element) L−1)

80Se

eIV SeVI Total SeIV SeVI

50 ± 26 nd 611 ± 51 649 ± 22 nd
d 398 ± 13 412 ± 8 nd 349 ± 6
d nd 90 ± 8 nd nd
d nd 149 ± 9 nd nd
d nd 179 ± 11 nd nd

1.
spring origin with C and D enriched with strawberry and blackcurrant flavours,
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f selenium quantification, which represents a main advantage
f C/RC use [17].

For TM-Rain, total concentrations were in agreement with
ertified values. AsV and SeIV species were identified in spe-
iation analysis. For selenium, results are in agreement with
hose previously found in our laboratory for total (674 ± 5 and
55 ± 33 ng (Se) L−1 based, respectively on 78Se and 80Se mon-
toring [17]) and speciation analysis (641 ± 15 and 630 ± 25 ng
Se) L−1 as SeIV using HPLC-ICPMS, respectively for 78Se and
0Se monitoring [17]; and 679 ± 13 ng (Se) L−1 as SeIV using
PLC-AFS [29]).
In commercial mineral waters, As is generally more con-

entrated than Se. Total and speciation determinations are in
greement for As, AsV being the only species detected. The low
evels of selenium prevent species identification and SeVI was
etected only in one sample (water A).

. Conclusion

Key parameters of ICPMS octopole collision/reaction cell
ncluding gas flow rates and ion lenses voltages, were adjusted
or the simultaneous removal of As and Se interferences. The
se of C/RC has a greater effect on the detection limits for
elenium than for arsenic. In total analysis, detection limits
re close to 30 ng L−1 for both elements in chloride matrix
1 g L−1 NaCl), that is to say a two-fold to five-fold improve-
ent respectively for As and Se in comparison with the ones

btained on the same instrument without C/RC use. This is
articularly convenient for analysis of natural waters which gen-
rally show lower selenium levels compared to arsenic ones.
oreover, interferences removal of both elements with identi-

al C/RC conditions allowed the simultaneous speciation of As
nd Se inorganic forms. With isocratic HPLC coupling, detec-
ion limits are around 100 ng (element) L−1 for AsIII, AsV and
eIV, and around 250 ng (Se) L−1 for SeVI.
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bstract

In the present work, 11 different procedures for protein and metalloprotein extraction from horse chestnuts (Aescullus hippocastanum L.) in natura
ere tested. After each extraction, total protein was determined and, after protein separation through sodium dodecyl sulphate-polyacrylamide gel

lectrophoresis (SDS-PAGE), those metals belonging to the protein structure were mapped by synchrotron radiation X-ray fluorescence (SRXRF).
fter mapping the elements (Cr, Fe and Mn) in the protein bands (ca. 33 and 23.7 kDa), their concentrations were determined using atomic

bsorption spectrometry (ET AAS).
Good results were obtained for protein extraction using a combination of grinding and sonication. However, this strategy was not suitable to

reserve metal ions in the protein structure. In fact, there was 42% decrease on Mn concentration using this procedure, compared to that performed

ith sample agitation in water (taken as reference). On the other hand, when grinding and agitation with an extracting buffer was used, there was
530% increase of Mn concentration, when compared to the reference procedure.
These results indicate agreement between metal identification and determination in proteins as well as the great influence of the extraction

rocedure (i.e., the sample preparation step) for preserving metals in the protein structures.
2006 Elsevier B.V. All rights reserved.
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. Introduction

It is well known that sample preparation is very often the
ost problematic step in an analytical sequence, because it is

enerally laborious and time consuming as well as frequently
esponsible for errors in the final results. Other problems to be
onsidered are related to the instability of the analyte, when
pecific biomolecules (such as proteins and metalloproteins)
re being analyzed [1]. A compromise between effective sam-
le preparation and gentle procedures to maintain the integrity
f the analytes is then imperative [2]. Moreover, most protein
xtraction protocols are utilized without any evaluation of their

fficiencies. Additionally, the protocols should be as effective
s possible for maintaining the integrity of the metal-protein
inding when focused on qualitative and quantitative metallo-

∗ Corresponding author at: Universidade Federal de Alfenas, Unifal-MG, R.
abriel Monteiro da Silva, 714, Centro, 37130-000 Alfenas, MG, Brazil.
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roteomics. It is clear that sample preparation for biomolecule
nalysis is not an easy task, especially if speciation of metallo-
roteins is taken into account, and even more if proteins belong
o vegetal samples [3–5].

An alternative to improve sample preparation for proteins was
nvestigated by Giavalisco et al. [4]. To increase the number of
hose detectable proteins in plants using two-dimensional (2D)
el electrophoresis, the authors proposed a new procedure for
xtracting proteins from plant tissue, specifically the leaves and
tems of Arabidopsis thaliana. The procedure consisted of pro-
ein extraction in two fractions. In the first fraction, a supernatant
as obtained after centrifugation of ground material contain-

ng protease inhibitors, being the portion comprised of cyto-
lasmatic proteins. To the remaining pellet, protease inhibitor
olution was again added, as well as phosphate buffer. Then,
he mixture was ground. The resulting homogenate was mixed
ith another solution that included dithiotreitol (DTT), urea
nd thiourea. The supernatant obtained in the second fraction
ontained predominantly those structures bonded to proteins.
ividing the total amount of proteins into two fractions, sam-
le complexity was decreased. Thus, higher resolutions in 2D
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Table 1
Protein extraction procedures

Procedure number Remarks

1 Samples manually shaken in water for ca. 5 min
2 Samples manually shaken in buffera for ca. 5 min
3 Samples beside being shaken in water also dialyzedb

in water for 42 h
4 Samples manually ground in water, using a mortar and

pestle at room temperature for 15 min
5 Samples were manually ground in buffera, using a

mortar and pestle at room temperature for 15 min
6 Samples, beside being ground in water, were also

dialyzedb in water for 42 h
7 Samples were shaken in water for 5 min and then

submitted to sonicationc for 10 min
8 Samples were manually ground in water and then

submitted to sonicationc for 10 min
9 Samples were manually ground in buffera and then

submitted to sonicationc for 10 min
10 Samples were prepared as in procedure 8, but at 40 ◦C
11 Samples were prepared as in procedure 9, but at 40 ◦C
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atterns as well as more protein spots were achieved using pro-
osed protocol. According to the number of proteins detected,
here was an increase of 3.3-fold in leaf and 2.7-fold in stem tis-
ues compared to the frequently used TCA/acetone precipitation
ethod.
The effects of several variables on sorghum protein extrac-

ion were investigated by Park et al. [6]. In that work, factors
uch as types and concentration of the reducing agent, the deter-
ent and the buffer pH, as well as the sample-to-solvent ratio
nd extraction time, were tested. Mercaptoethanol, DTT and
ris(2-carboxyethyl)phosphine hydrochloride (TCEP-HCl) were
valuated as reducing agents. Among these reagents, the high-
st amount of proteins was extracted with mercaptoethanol. A
% (v/v) concentration was chosen for all following exper-
ments. The authors examined, at three levels of concentra-
ion, the anionic detergent sodium dodecyl sulphate (SDS), the
ationic detergent dodecylammonium bromide (DoTAB) and
he zwitterionic detergent n-dodecyl-N,N-dimethyl-3-ammonio-
-propanesulfonate (SB 3-12). SDS at the higher concentra-
ion efficiently extracted the proteins when compared to the
ther detergents. Then, the effect of buffer concentration was
ested, and no significant differences were observed. Further-

ore, sorghum proteins were more soluble at pH 10.
To the best of our knowledge, most sample preparation strate-

ies, some of them already exemplified, have been considered
nly for protein analysis and not for metalloproteins. Due to
he importance of sample preparation for attaining accurate
esults, mainly considering metalloproteomics [1,2], this work
ims to evaluate some protein extraction procedures for horse
hestnut (Aescullus hippocastanum L.) in natura samples. They
ere evaluated in terms of both efficiency and metal-binding
reservation after the extraction and separation procedures. The
radford method [7] to determine total protein concentrations,

ynchrotron radiation X-ray fluorescence (SRXRF) to identify
he metallic ions bonded to the proteins, and atomic absorp-
ion spectrometry to quantify those metals present in the protein
tructures were then used.

Horse chestnuts (A. hippocastanum L.) were chosen as the
xample for this work. In the literature there is a variety of
nformation about the total protein content (from 0.388 up to
0.99%, m/m) [8–10]. Some catalase isoenzymes and super-
xide dismutase metalloenzymes have been found in seeds and
mbryogenic callus, respectively [11]. Additionally, horse chest-
ut, a traditional phytomedicine, is used to promote circulation
hrough the veins [12], for the treatment of chronic venous insuf-
ciency and to reduce edema following trauma, particularly
ollowing sports injuries, surgery, and head injuries [12–14].
he recommended daily dose varies between 500 and 900 mg
f standardized extract (16–20%, m/v aescin content) [12–13].

. Experimental

.1. Sample preparation
The horse chestnut samples were acquired in a local mar-
et (Alfenas, Brazil). Eleven protein extraction procedures were
valuated. For each procedure, the samples were cut, dried at

B
B
s
(

a 1.0 mol L−1 Tris–HCl, pH 6.8 buffer.
b Membrane MWCO: 6-8000, Spectrum Laboratories Inc., USA.
c Unique 1400, Ultrasonik.

0 ◦C in an oven with forced air circulation, and then 0.5 g
as weighted (dry mass). Then, 5 mL of deionized water or
.0 mol L−1 Tris–HCl, pH 6.8 (Merck, Darmstadt, Germany)
uffer were added. The different procedures are listed in Table 1,
ith the respective details.
After finishing each procedure, the samples were centrifuged

Bio-Spin R, BioAgency, São Paulo, Brazil) for 5 min at
6,060 × g and 4 ◦C. The supernatant solutions were stored in
ppendorf® flasks and frozen at −18 ◦C. All solutions were
repared with analytical reagent-grade chemicals. High purity
ater (18.2 M� cm) from a Milli-Q water purification system

Millipore, Bedford, USA) was used throughout this work.

.2. Determination of total protein concentration

The Bradford method [7] to determine the concentration of
otal proteins was used. The analyses were carried out in a
enesys 5 spectrophotometer and all measurements were made

n triplicate. Analytical curves using bovine serum albumin
Merck, Darmstadt, Germany), and the total protein concen-
ration from supernatant solutions, diluted with water or buffer,
ere obtained.

.3. Gel electrophoresis

Sodium dodecyl sulphate-polyacrilamide gel electrophoresis
SDS-PAGE) was carried out using a separation gel composed
f acrylamide (12.5%, m/v) (Bioangency, São Paulo, Brazil) and
,N′-methylene bisacrylamide (0.4%, m/v) (Promega, Madison,
SA) at pH 8.8, containing 10% (m/v) SDS (Synth, Diadema,

razil), N,N′,N,N′-tetramethylethylenediamine (TEMED) (J.T.
aker, Phillipsburg, USA) and 10% (m/v) ammonium per-

ulfate (Mallinckrodt, Paris, USA). Tris–HCl buffer solution
1.0 mol L−1) was used for adjusting the pH value in the separa-
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ion gel. The gel plate dimensions were 10 cm (height) × 10.5 cm
width). Tris–glycine buffer solution (pH 8.3) was used in the
eservoir [15]. The electrophoresis system was composed of a
eservoir and an electrophoresis power supply (both from GE
ealthcare, USA).
The supernatant solutions obtained from procedures 1 and

were not diluted, while the supernatant solution from proce-
ure 8 was diluted with water. That obtained from procedure
was diluted with 1.0 mol L−1 Tris–HCl buffer, at pH 6.8.
ll procedures where the supernatant was diluted were per-

ormed to obtain the 2.2 mg g−1 protein concentration. There-
ore, supernatants from procedures 1, 2, 8 and 9 were also sepa-
ated in non-reducing conditions. However, for comparison pur-
oses, the supernatant solutions from procedures 8 and 9 were
iluted with a dissociating buffer, mixing 38 �L 0.5 mol L−1

ris–HCl buffer, pH 6.8, 60 �L 10% (m/v) SDS, 15 �L conc.
-mercaptoethanol, 30 �L conc. glycerol and 158 �L H2O.
hese supernatants from procedures 8 and 9 were separated in
enaturing-reducing conditions. Before each run, the aliquots
20 �L, i.e., 4.4 �g of protein) of diluted (or not) supernatant
olutions were immersed in a boiling water bath for 5 min to
omplete the extraction process. The prepared samples were then
ooled at room temperature and each aliquot was loaded onto a
ingle gel slot. One slot was always used for the protein molar
ass standard (#SM0431, Fermentas, Hanover, USA). The ini-

ial and final currents were 25 and 15 mA, respectively, and the
xed voltage was 100 V. After protein migration, the protein
ands were stained with a solution containing 0.15 g Coomassie
rilliant Blue G-250 (J.T. Baker, Xalostoc, Mexico), 90 mL
ethanol (J.T. Baker, Xalostoc, Mexico), 30 mL glacial acetic

cid (J.T. Baker, Xalostoc, Mexico), and 180 mL (v/v) deionized
ater, for 2 h. Subsequently, the gel was destained for ca. 10 h

n the same solution, without Coomassie Brilliant Blue G-250.

.4. Protein molar mass (MM) estimation

The gels were scanned and the protein molar masses
ere estimated using purified protein marker (#SM0431)

ncluding �-galactosidase (116 kDa), bovine serum albu-
in (66.2 kDa), ovalbumin (45.0 kDa), lactate dehydrogenase

35.0 kDa), restriction endonuclease Bsp98I (25.0 kDa), �-
actoglobulin (18.4 kDa) and lysozyme (14.4 kDa), using the
el-Pro Analyser® 3.1 software, from MediaCybernetics Inc.

Silver Spring, USA).

.5. Metal identification by synchrotron radiation X-ray
uorescence (SRXRF)

Elemental analysis on the protein bands was carried out using
he DB09 synchrotron radiation (SR) beam line station at the
razilian Synchrotron Light Laboratory (LNLS). The storage

ing was runn at an energy of 1.37 GeV with an intensity of
50 mA. The X-ray microprobe setup of the beamline was used

or adjusting the motorized computer-controlled set of slits to
imit the white beam to micrometric size. A tantalum collimator
f 2 mm diameter was used at the detector entrance. The high
urity (HP) Ge detector was placed in the electron orbital plane

r

(
C
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erpendicular to the incident beam to collect the XRF signal
rom the exposed sample.

Since it is considered a non-destructive technique, the protein
and was cut out of the gel and mounted onto a 3D sample-
oving platform for scanning analysis. After positioning the

ample in a 230 �m × 220 �m SR beam spot, the beam was
urned on. The emitted X-ray spectrum was recorded with a
ounting time of 300 s. The gel was moved along the horizontal
irection (along the band) with 2 mm intervals for each step.
hree points were mapped in each band during ca. 5 min. In
rder to correct the effect of SR beam flux variation on the signal
ntensity, the area of the chemical species peaks were normal-
zed to the peak counts of Ar, which is present in air at constant
roportion. The normalized peak areas were used for estimat-
ng the relative contents of metal ions. The average intensity
ata (of all chemical species) were calculated from the three
oints, as well as the difference between the sample intensity
nd analytical blank data. The analytical blank considered was
standard protein band gel signal (ovalbumin). It was chosen

ue to the similarities of the gel organic matrix for both albu-
in and the proteins being analyzed besides ovalbumin is not

onsidered a metalloprotein, according to the protein data bank
16].

.6. Microwave assisted gel band decomposition

The gel protein band decomposition used was the same as
roposed by Verbi et al. [15]. Each gel protein band was care-
ully cut off and inserted into Teflon vessels with the oxidant
ixture of 5 mL of HNO3 and 1 mL of H2O2. The microwave

rogram was run only after the initial reaction had subsisted
30 min for safety reasons). The decomposition program con-
isted of three steps: 3 min at 400 W, 6 min at 790 W, and 3 min
t 0 W, the program being running twice [15]. After finishing the
ample decomposition program, the Teflon vessels were placed
n a hot plate (60–70 ◦C) for evaporation the excess of HNO3.
he final volumes were adjusted with 0.2% HNO3 to 5 mL in
olumetric flasks. The analytical blanks (also in triplicate), i.e.,
he ovalbumin protein band in stained/destained polyacrilamide
el, were also decomposed as described.

.7. Metal quantification using electrothermal atomic
bsorption spectrometry (ET AAS)

For the metal quantification in the decomposed gel protein
ands, a Perkin-Elmer AAnalyst 600 atomic absorption spec-
rometer (Norwalk, USA) was used for Fe, Cr and Mn determi-
ation by ET AAS.

Hollow cathode lamps (Perkin-Elmer, Norwalk, USA) of
r (λ= 357.9 nm, slit = 0.7 nm), Fe (λ= 248.3 nm, slit = 0.2 nm)
nd Mn (λ= 279.5 nm, slit = 0.2 nm) were employed as primary
adiation sources. Analytical measurements were based on inte-
rated peak area. The ET AAS operating conditions were those

ecommended by the manufactures [17].

Stock reference solutions (1000 mg L−1) for Fe, Mn and Cr
TecLab, Jundiaı́, Brazil) were prepared in 0.2% (v/v) HNO3.
hemical modifiers such as 0.15% (v/v) Mg(NO3)2 and 0.05%
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Table 2
Total protein concentrations (mg g−1) determined by the Bradford method
(N = 3) from different protein extraction procedures

Procedures Total protein concentration (mg g−1)

1 1.81 ± 0.06
2 1.51 ± 0.06
3 1.22 ± 0.04
4 3.04 ± 0.08
5 3.59 ± 0.2
6 1.74 ± 0.08
7 2.31 ± 0.04
8 3.38 ± 0.09
9 5.5 ± 0.1

1
1
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0 4.8 ± 0.2
1 3.8 ± 0.2

v/v) Pd + 0.03% (v/v) Mg(NO3)2, were used for Fe and Cr, and
or Mn determinations, respectively.

. Results and discussion

.1. Determination of total protein concentration

The results for total protein concentration of supernatant solu-
ions are shown in Table 2. If a 10-fold dilution (0.5 g of sample
iluted in 5 mL of water or 1.0 mol L−1 Tris–HCl buffer, at pH
.8) is considered, then the protein concentrations obtained are
n agreement with the range presented in the literature (from
.388 up to 10.99%, m/m) [8,9,10] of total protein concentra-
ion in the seeds. Although the high fat percentage present in
he sample (around 5.5%) [9,10], no detergents were used with
ater or Tris–HCl buffer during the extractions because they

ould act as interfering in the total protein determination [7].
n such case, the fat was easily separated from protein extracts
uring the centrifugation and then manually removed.

The analytical curves obtained using the Bradford method
2
lways showed linear correlations (R ranged from 0.974 to

.996). From these results, improvements of 66.9% in the quan-
ities of protein extracted were observed, comparing procedures

and 4, of 86.3% between 1 and 8 and of 164% between

p
p
o

ig. 1. Electrophoretic gels from supernatant solutions of horse chestnut samples, afte
ater; (c) procedure 8, diluted with dissociating buffer; (d) procedure 2; (e) procedu
ith dissociating buffer. Standard proteins with their respective MM are presented in
Talanta 71 (2007) 1958–1963 1961

and 10. All these procedures (1, 4, 8, 10) used only water
s the extracting liquid. Increases of 137.4% between proce-
ures 2 and 5 and of 165% between 2 and 9 were detected,
here 1.0 mol L−1 Tris–HCl buffer, at pH 6.8, was used as the

xtraction medium. The lowest values of total protein concentra-
ions were found for those procedures using dialysis: decreases
f 32.6% between procedures 1 and 3, and 4% between 1
nd 6. These results are expected, since dialysis “cleans” the
amples.

From determination of total protein concentrations (Table 2)
he most efficient extraction procedures were those where shak-
ng, followed by grinding, sonication and centrifugation were
tilized, either at room temperature or 40 ◦C (procedures 7–11,
ee Table 1), and the worst procedures for protein extraction were
hose where dialysis was used (procedures 3 and 6, see Table 1).
lthough these results do not provide information about which
ind of proteins were extracted, or if they are intact (or not) after
he extraction, they were used for comparing the relative protein
xtraction efficiency.

.2. Protein molar mass estimation from gel electrophoresis

From the results of Table 2, the supernatants obtained from
rocedures 1, 2, 8 and 9 were chosen for protein separation by
el electrophoresis (SDS-PAGE). The gels from horse chest-
ut separation for these extraction procedures, diluted just with
ater or Tris–HCl buffer (i.e. under non-reducing conditions),
resented only one expressive band around 33 kDa (see Fig. 1 a,
, d and e). As the expected protein to be found was catalase (EC
.11.1.6 [16]), and it is a soluble water protein these extractors
ere considered suitable for the objectives. The protein mass

n each band was estimated from the differences in the opti-
al density, and a calibration curve using Gel-Pro Analyser®
.1 software. Protein band masses of 8.4 ± 0.3, 13 ± 4, 9 ± 3,
0 ± 1, 5 ± 1, and 10 ± 1 �g were obtained by procedures 1, 2,
, 5, 8, and 9, respectively, for the 33 kDa band.
It is interesting to comment that although different total
rotein concentrations were obtained using different extraction
rocedures a gel-band with similar migration time was always
btained. Additionally, when the supernatants were diluted with

r different extraction procedures: (a) procedure 1; (b) procedure 8, diluted with
re 9, diluted with 1 mol L−1 Tris–HCl buffer, pH 6.8; (f) procedure 9, diluted
(g).
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Table 3
Relative metal contents from K� metal ion emissions. The average intensity data
(ion counts of metals) were calculated from the three points mapped, as well as
from data differences between sample intensity and analytical blanks

Procedure Cr Mn Fe

1 6.66E−4 2.22E−4 9.19E−3
2 0 9.9E−4 1.07E−3
8
9

a
d
m

m
t
b
b
4
p

F
t
e
i
b
r
C
1
c
of the extraction procedure utilized. This means that iron ions are
preserved in the identified proteins, independent of the extraction
procedure applied, which can be indicative of the presence of an

Table 4
Metal concentrations in the protein bands. Cr, Fe and Mn were determined by
ET AAS (N = 3)

Procedure Cr (�g g−1) Fe (�g g−1) Mn (�g g−1)

1 4.98 ± 0.05 35 ± 6 2.7 ± 0.4
2 1.6 ± 0.7 38 ± 2 1.9 ± 0.2
4 4.00 ± 0.02 40 ± 7 15 ± 1
5 1.5 ± 0.4 37 ± 7 12 ± 2
8 <LOD 23 ± 9 <LOD
9 1.3 ± 0.1 38 ± 3 1.1 ± 0.4

LOD: 0.054 �g g−1 Cr; 0.99 �g g−1 Fe; 0.06 �g g−1 Mn.

Table 5
Estimated metal quantities in the separated proteins

Procedure Cr (pg) Fe (pg) Mn (pg)

1 41.8 ± 1.5 294 ± 3 22.68 ± 0.25
2 21 ± 2 494 ± 2 25 ± 2
4 36.0 ± 1.5 360 ± 4 135.0 ± 1.6
962 C.S. de Magalhães, M.A.Z. Arr

dissociating buffer, a band of around 23.7 kDa became more
xpressive (Fig. 1 c and f). This is clearly emphasized in Fig. 1,
y comparing the gels (b) and (c), as well as (e) and (f). This
ehavior related to protein mobilities is relatively common when
hey are extracted from plant materials [6,18,19].

One of the major problems found in plant protein and enzyme
xtractions is the presence of phenolic compounds released
uring tissue grinding. These phenols are readily oxidized
o quinones by plant enzymes, and the phenolic compounds,
s quinones, either react with the proteins, inactivating the
nzymes, or change the mobility of protein molecules. Then,
ubstances that avoid both oxidation and complexation to phe-
ols/quinones are strongly recommended to be added to ground
amples as well as to the extracting buffer [20,21].

Negishi et al. [21] studied enzymatic reactions in the
resence of thiol compounds. These included reactions
eading to the formation of 2′-(2-hydroxyethylthio)-(−)-
picatechin, 5′-(2-hydroxyethylthio)-(−)-epicatechin and 2′,5′-
is(2-hydroxyethylthio)-(−)-epicatechin and other conjugates
etween thiol compounds and several phenolics, using polyphe-
ol oxidase prepared from Rhododendron mucronatum. They
lso discussed the mechanism of inhibition of enzymatic brown-
ng and of protection of sulphydryl enzymes by thiol compounds.

In this context, the thiol reducing agent (2-mercaptoethanol)
resent in the dissociating buffer has two possible functions: to
void protein mobility modification in the gel (see Fig. 1 c and f),
r to extract a new protein with different molar mass. The mobil-
ty is a function, among others, of both size and conformation
f the migratory ions as well as gel porosity. As no alteration
as noted in gel porosity, there is the possibility to change the

ize or conformation of proteins by adding the reducing agent.
n this way, the 23.7 kDa band is then considered as molar mass
f the identified protein.

Gumilevskaya et al. [22] also found one group of polypep-
ides from horse chestnut, of ca. 24–25 kDa, a mass that is
haracteristic of cytosol. These proteins were also classified as
eat-stable proteins, comprising about 30% of the total proteins
ccurring only in cytosol. Therefore, these statements are in
greement with our results (Fig. 1), since the proteins present
he same MM range, as well as surviving being heated (5 min at
00 ◦C) before the electrophoretic separation.

.3. Qualitative metal evaluation by SRXRF

Through the normalized peak areas from SRXRF spectra of
he horse chestnut protein band of 33 kDa obtained from pro-
edures 1 and 2, and of the protein band of 23.7 kDa from
rocedures 8 and 9, it was possible to identify and to esti-
ate (see Section 2.5) the relative contents of Cr (5.41 keV),
n (5.89 keV), and Fe (6.40 keV) from their K� emissions, as

resented in Table 3.

.4. Metal quantification by AAS
After metal species identifications by SRXRF, the protein
ands of 33 kDa, obtained from supernatants of procedures 1
nd 2, and of 23.7 kDa from procedures 4, 5, 8, 9, as well as the

5
8
9

0 6.78E−4 3.65E−3
0 7.5E−4 9.17E−4

nalytical blank (ovalbumin protein band) were decomposed (as
escribed in Section 2.6). Chromium, Fe and Mn were deter-
ined by ET AAS. The results are presented in Table 4.
From the results of item 3.2 and Table 4, the quantity of each

etal present in the proteins (see Table 5) was estimated. From
hese results, it is observed that procedures using Tris–HCl buffer
etter preserve Fe in proteins, while procedures using water are
etter for Cr. Mn presented similar results for both procedures
and 5, indicating that grinding is decisive to extract and to

reserve this metal in the structure of the studied protein.
As proposed by qualitative metalloproteomics, Cr, Mn, and

e were identified in band proteins by SRXRF. It is important
o mention that the species were identified in procedures where
ither water or buffer was used. These identifications produced
mportant information to be followed by metal quantification
y AAS (quantitative metalloproteomics). The quantification
esults are in agreement with the metal species identifications.
onsidering the metal concentrations and comparing procedures
, 2, 4, 5, 8 and 9, it is observed that Fe concentrations remain
onstant (taking into account standard deviation), independent
15.0 ± 0.5 370 ± 4 120.0 ± 1.1
–a 115 ± 5 –a

13.0 ± 0.5 380 ± 2 11.0 ± 0.6

a <LOD, see Table 5.
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ron metalloprotein. Only as a comment, Fe is a key component
f heme proteins (catalase) [23], and as a transition metal, it is
robably covalently bound to protein. As an example, Bagnoli et
l. [11] found catalase isoenzymes of class I and III and the met-
lloproteins Mn- and Fe-superoxide dismutase in zygotic and
omatic embryos of horse chestnut.

When comparing procedures 1 and 8, the metals Cr and Mn
ere completed lost. When comparing procedures 2 and 9, 19%
f Cr and 42% of Mn were also lost. It is interesting that, although
rocedures 8 and 9 present the best results for extraction of total
roteins (see Table 2) they are less effective for preserving the
etals in the protein structures. Therefore, although the pro-

edures with sonication provide better results for total protein
xtraction, they can be considered less favorable for preserving
he metals in the proteins. The best results were obtained with
rocedures 4 and 5, where grinding contributes to extract pro-
eins (compare Tables 2 and 5) without metal loss. Additionally,
umilevskaya et al. [22] observed that horse chestnut seeds do
ot accumulate large amounts of storage proteins, and the total
ontent of protein did not exceed 7.5% on a dry weight basis.
herefore, the results obtained from procedures 4 and 5 repre-
ent 3.04 and 3.59% of total protein content and are in agreement
ith the expected value.

. Conclusions

The present work pointed out the importance of differences
n sample preparation for protein and metalloprotein analysis,
ince both the extraction procedure and the extraction medium
re decisive to preserve species in the protein structure. In this
ay, 11 different extraction procedures were tested and com-
ared in terms of their relative efficiencies for both total protein
xtraction and metal–protein binding preservation. Although
rocedure 9 (where Tris–HCl buffer, grinding and sonication
ere used) could be applied for protein analysis, it was the worst

n terms of metal–protein binding preservation and should not be
ecommended for metalloprotein analysis. Thus, the more gentle
rocedures (4 and 5) produced appropriate results, because they
reserve the metal–protein structure more effectively, assuring
ore accurate results in terms of quantitative analysis of met-

lloproteins, as well as also presenting the results that are in
greement with the literature in terms of total protein.

Another interesting point is related to the protein mobility.
he presence of phenolic compounds released during sample
rinding can change the mobility of the proteins, and produce
n incorrect result in terms of protein molar mass. In this way, the
se of a reducing agent (such as 2-mercaptoethanol) is impera-
ive for avoiding this problem. This behavior emphasizes matrix

omplexity and the care need in sample preparation.

It is necessary to points out that a more accurate technique
uch as LC–MS–MS was not used for characterizing such pro-
ein investigated because neither the genome nor the primary

[
[

[
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tructure of the horse chestnut proteins are still know as well
s this task was not the objective of this work. However, only
hrough the gel analysis was possible to take some conclusions
bout the necessity of a well established sample preparation pro-
ocol for avoiding changes in the protein mobility.

As a final conclusion, the sample preparation step needs to
e carefully evaluated if the objective is to preserve a desired
pecies in the protein structure. It is particularly important when
etallomic studies are considered.
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stado de São Paulo (FAPESP, São Paulo, Brazil), the Conselho
acional de Desenvolvimento Cientı́fico e Tecnológico (CNPq,
rası́lia, Brazil) and the Coordenação de Aperfeiçoamento de
essoal de Nı́vel Superior (CAPES, Brası́lia, Brazil) for finan-
ial support and fellowships. They also thank the Laboratório
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[1] C.S. Magalhães, J.S. Garcia, A.S. Lopes, E.C. Figueiredo, M.A.Z. Arruda,
in: M.A.Z. Arruda (Ed.), Trends in Sample Preparation, New York, Nova
Science, in press.
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Souza, F.A.P. Campos, Chromatographia 62 (2005) 447.
[6] S.H. Park, S.R. Bean, J. Agric. Food Chem. 51 (2003) 7050.
[7] M.M. Bradford, Anal. Biochem. 72 (1976) 248.
[8] http://www.hort.purdue.edu/newcrop/parmar/02.html (05.04.06).
[9] T. Shimada, Ecol. Res. 16 (2001) 803.
10] http://botanical.com/botanical/mgmh/c/chehor58.html (16.02.06).
11] F. Bagnoli, M. Capuana, M.L. Racchi, Aust. J. Plant Physiol. 25 (1998)

909.
12] http://www.wholehealthmd.com (30.03.06).
13] http://www.mothernature.com/Library/Ency/Index.cfm/id/210008#3

(15.09.05).
14] C. Calabrese, P. Preston, Planta Med. 59 (1993) 394.
15] F.M. Verbi, S.C.C. Arruda, A.P.M. Rodriguez, C.A. Pérez, M.A.Z. Arruda,
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bstract

Deposition of titanium dioxide (TiO2) on activated carbon (AC) surface has been widely utilized for the production of TiO2/AC photocatalyst,
hich can be used in photo-degradation of pollutants. In this work, a fast and simple digestion procedure has been developed for the spectrophoto-
etric quantitative analysis of TiO2 in TiO2/AC photocatalyst. Microwave-assisted digestion was used in the procedure. The microwave-digestion

rocedure was optimized using the single-variable method. Variables optimized included time of ashing, effective digestion time, volume and
oncentration of sulfuric acid, effect of adding a digestion catalyst, effect of sample pulverizing and on–off time cycle of the microwave. The
nalysis was completed spectrophotometrically after addition of hydrogen peroxide to the digested solution. Procedure precision and accuracy was
ested by application to photocatalyst samples containing known amounts of TiO2, and compared with previously published spectrophotometric

rocedures. The proposed microwave procedure was capable of recovering 98.4–101.1% of TiO2 in the catalyst in less than 10 min, without the
eed for sample ashing. Analytical precision is 1.42–2.39% relative standard deviation (R.S.D.). In terms of accuracy and precision, the proposed
icrowave procedure was comparable with other procedures, but the proposed microwave procedure was superior in terms of shorter procedure

uration.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Several published papers and review articles have cited the
heory and environmental applications of heterogeneous photo-
atalysis by the use of titanium dioxide (TiO2) [1–3]. Improving
he photocatalyst efficiency may be achieved by deposition of
he photocatalyst on a high surface area material (support) that
ill selectively adsorb the pollutant molecules and concentrate

hem around the photocatalyst [4–7]. The use of activated car-
on (AC) as a support for TiO2 was proposed by many authors
8–14]. Activated carbon appears to give great advantages over
ther supports, such as its ability to rapidly adsorb pollutants, as

ell as its high adsorption capacity due to its high surface area

nd porosity.

∗ Corresponding author. Tel.: +962 5 3903333.
E-mail address: amjadelsheikh3@yahoo.com (A.H. El-Sheikh).
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ctivated carbon; Photocatalyst

The use of titanium dioxide deposited on activated carbon
TiO2/AC) as photocatalyst necessitates rapid and accurate
nalytical procedure for quantitative analysis of titanium diox-
de. A common method for titanium dioxide analysis is X-ray
uorescence spectrometry [15] which is relatively an expensive

echnique to use and the instrument is not always available
specially in developing countries. Additionally, establishing
calibration graph by XRF suffers from linearity problem

curvature) at high titanium content, which necessitates difficult
ilution with solid matrix. The use of X-ray diffraction is
ossible for comparative purposes but this technique is limited
o the crystalline forms of TiO2 (anatase, rutile and brokite).
ome authors [8,14], who conducted studies on TiO2/AC pho-

ocatalyst for pollutants degradation, have used a colorimetric
nalytical method for TiO2 deposited on carbon surface by

he use of “Tiron” reagent (sodium 1,2-dihydroxybenzene-
,5-disulfate) as a complexing-agent, but they did not give
ny validation information regarding the suitability of this
rocedure in carbon matrix. The procedure was originally pro-
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osed for analysis of titanium dioxide by Yoe and Armstrong
16].

Titanium dioxide is widely used as a digestibility marker,
nd thus many authors reported preparation procedures for its
nalysis in feed and fecal samples from animals [17,18–21]. Pro-
edures were generally based on sample digestion followed by
ddition of hydrogen peroxide (H2O2) to produce an intense
range color [22]. This reaction is extremely sensitive; it is
nown for a long time and can be used for colorimetric detection
f titanium and hydrogen peroxide [23–25]. Njaa [18] analyzed
itanium dioxide in rat feces using wet-ash digestion of sample in
oncentrated sulfuric acid in the presence of copper catalyst fol-
owed by addition of hydrogen peroxide. Leone [19] reported

procedure for the determination of TiO2 in cheese, which
nvolved ashing then addition of anhydrous sodium sulfate and
ulfuric acid followed by boiling then addition of H2O2. This
rocedure was modified by Short et al. [20] and used for analyz-
ng TiO2 in chicken excreta, in which samples were ashed then
igested in sulfuric acid. Titgemeyer et al. [21] have then modi-
ed Short et al.’s procedure for analysis of TiO2 in bovine fecal
amples. Myers et al. [17] have then reported the use of copper
II) sulfate and potassium sulfate as digestion catalyst. These
equential modifications suggest that the matrix, where TiO2
resent, is of significant effect in determining the validity of the
iO2 sample preparation procedure. For example, Levine et al.
26] reported the analysis of TiO2 in lung and lymph node tissues
y inductively coupled plasma optical emission spectrometry
ICP-OES) after digestion using nitric and hydrofluoric acids.
evine et al. [26] also reviewed in his paper the major instrumen-

al methods for quantitative and semi-quantitative TiO2 analysis
n biological samples, such as ICP-OES, ICP-MS, AAS, SEM-
nergy dispersive X-ray analysis. The digestion method also
lays a role the process. So that authors, such as Korn et al. [27],
ave reported and compared the use of different decomposition
rocedures of TiO2. None of these simple procedures, or any one
nalogous to any of them, was applied for the determination of
iO2 photocatalyst deposited on the surface of activated carbon.
t is well known that activated carbon has unique surface area
nd porosity, which may affect the digestion/analysis process.
dditionally no procedure has used microwave-assisted diges-

ion of an activated carbon sample containing TiO2. Therefore,
ur objective here is to develop and test a simple-sample prepa-
ation microwave-digestion procedure for spectrophotometric
nalysis of TiO2 in carbon matrix and compare it with previously
ublished spectrophotometric procedures. The primary applica-
ion of this method is to determine the concentration of unknown
iO2 in TiO2/AC photocatalyst samples.

. Experimental

.1. Materials and instruments

Activated carbon “AC” (devoid of TiO2) was purchased from

igma (77.5% C, 1.2% H, 0.5% N, 8.3% O and 12.5% ash).
ther activated carbons (of different ash contents) were used

or studying the effect of changing the carbon source. These
arbons were either purchased from Norit (83.5% C, 0.8% H,

c
m
t
T

anta 71 (2007) 1867–1872

.1% N, 7.3% O and 8.3% ash) or Darco (76.0% C, 1.1% H,

.2% N, 6.5% O and 16.2% ash); or home-made carbon (84.0%
, 1.3% H, 1.7% N, 6.8%O and 6.2%ash). Titanium (IV) iso-
ropoxide and all other chemicals were supplied by Aldrich.

microwave oven (Frigidaire RCMV5118W, 900 W, percent
icrowave power 100%, 2450 MHz) was used in sample diges-

ion. Thermolyne furnace 47900 was used in dry-ashing of the
olid samples. Absorbance measurements were recorded using
ary 100Bio UV–vis spectrophotometer.

.2. Preparation of the photocatalyst samples

Six photocatalyst samples (TiO2/AC) were prepared by depo-
ition of titanium dioxide on activated carbon surface as follows:
-g samples of activated carbon were placed in 100 ml beakers.
arious accurately weighed (±0.1 mg) amounts of titanium (IV)

so-propoxide were added to the beakers and sonicated for few
inutes. Samples were then subjected to water vapor for 1 h to

ydrolyze the titanium salt, and then placed inside an oven main-
ained at 150 ◦C overnight and then calcined for 2 h at 500 ◦C
t inert atmosphere to complete the formation of TiO2 [15].
hotocatalyst samples (TiO2/AC) were then weighed accurately
±0.1 mg). Concentration of TiO2 in the photocatalyst samples
as calculated by dividing mass (mg) of TiO2 (stoichiometri-

ally calculated) by the final mass of the photocatalyst sample
btained. Concentration of TiO2 in the photocatalyst samples
ere: 18.0, 33.0, 54.2, 75.9, 97.4 and 112.5 mg TiO2/g photo-

atalyst sample. Each sample was then thoroughly homogenized
nd pulverized. The 18.0 mg/g sample was used in the optimiza-
ion experiments. Photocatalyst samples are usually prepared to
ave nominal concentrations in this range. However, if higher
oncentrations are used, the sample size should be reduced so
hat TiO2 mass in the analyzed sample should not exceed 4 mg
iO2. On the other hand, lower concentrations necessitate the
se of larger sample size, and thus possible interferences from
ctivated carbon matrix may occur.

.3. The microwave-digestion procedure

The general procedure for sample preparation and quan-
itative analysis of TiO2 is as follows: photocatalyst sample
as accurately weighed (±0.1 mg) in a Pyrex tube, so that
ass of TiO2 in the analyzed photocatalyst sample should not

xceed 4 mg. Three milliliters of 18.0 M sulfuric acid was added
o the tube. A digestion catalyst (0.04 g copper (II) sulfate
CuSO4) + 0.35 g potassium sulfate (K2SO4)) was added to the
ube and the sample was then digested in a microwave oven
percent microwave power 100%) for 4 min (on–off time cycle
f the microwave was 30–30 (second–second)). The digested
olution was then diluted with 7.00 ml distilled water and cen-
rifuged at 3000 rpm to separate residual carbon. All the super-
atant was transferred into another test tube, to which 1.00 ml
f 30% hydrogen peroxide was added. The final volume was

ompleted to 10.00 ml and the absorbance of the solution was
easured at 410 nm. Blank sample was prepared by repeating

he above procedure using an activated carbon sample devoid of
iO2.
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amount of digestion catalyst of 0.4 g and without ashing) gave
the results shown in Fig. 3, in which best recovery was obtained
when 3.00 ml of 18 M H2SO4 was used.
A.H. El-Sheikh, J.A. Sweileh

The above procedure is the optimized proposed microwave
rocedure which was developed by using the single-variable
ptimization method. Variables studied included time of ashing,
ffective digestion time, on–off time cycle of the microwave
ven, sulfuric acid concentration, volume of sulfuric acid and
resence or absence of digestion catalyst and sample particle
ize. The effect of carbon source was also studied.

.4. Previously published procedures

Two previously published procedures, which have been pre-
iously used by other authors for analysis of TiO2 in feed and
ecal samples, were used in this work for comparison with the
roposed microwave procedure.

.4.1. Short et al.’s procedure
This procedure was described by Short et al. [20] for analysis

f TiO2 in feed or excreta samples. It involved sample dry-ashing
hen digestion in H2SO4 and then spectrophotometric analysis.
ummary of the procedure is as follows: sample size, 0.1000 g;

ime of ashing, 13 h; ashing temperature, 580 ◦C; H2SO4 con-
entration, 7.4 M; H2SO4 volume, 10.0 ml and digestion time,
0 min. Total time of the procedure is approximately 18 h.

.4.2. Myers et al.’s procedure
This procedure was described by Myers et al. [17] for analy-

is of TiO2 in feed and fecal samples. It involved direct sample
igestion in H2SO4 then spectrophotometric analysis. Summary
f the procedure is the following: sample size, 0.5000 g; H2SO4
oncentration, 18 M; H2SO4 volume, 13.00 ml; digestion time,
h; catalyst, 3.5 g K2SO4 + 0.40 g CuSO4. Total time of the pro-
edure is approximately 4 h.

. Results and discussion

.1. Effect of various variables on the microwave-digestion
rocedure

Sample preparation by the proposed procedure for quantita-
ive analysis of titanium dioxide is generally based on microwave
ssisted-digestion of the sample with sulfuric acid prior to col-
rimetric analysis by addition of hydrogen peroxide (H2O2).
t was thought that sample dry-ashing may be useful to elimi-
ate matrix effects of activated carbon during the digestion step.
ther factors that may enhance procedure recovery or reduce the

ime of the procedure were also considered. Thus, our objective
ere is to test the effect of various variables on the recovery
btained with the microwave-digestion procedure.

.1.1. Effect of digestion time and ashing time
Using 0.1000 g sample and 1.00 ml of 18 M H2SO4 solution,

he effective digestion time was varied between 0.5 and 10 min.
he obtained results are plotted in Fig. 1. From Fig. 1, it is

lear that the best recovery (68%) was obtained when 4 min
f effective digestion time was used. Shorter time gave lower
ecovery while longer time did not improve the recovery. Varying
ime of ashing was then studied (Fig. 2), while effective digestion

F
p

ig. 1. Effect of effective digestion time on the percentage recovery of TiO2

sample not pulverized, no ashing, no digestion catalyst added, 1 ml of 18.0 M

2SO4).

ime was maintained at 4 min and other procedure conditions
ere maintained as well. It is seen from Fig. 2 that best recovery
f TiO2 could be obtained (90%) with 240 min of ashing.

.1.2. Effect of volume and concentration of sulfuric acid
nd presence of digestion catalyst

It was thought that addition of a digestion catalyst, to this
tage of optimized conditions, can improve the recovery, but
his did not happen. When the same experiment was repeated by
dding a digestion catalyst and without ashing, the TiO2 recov-
ry decreased probably due to the large amount of solid relative
o the amount of liquid. But when 2.00 ml H2SO4 was added,
nstead of 1.00 ml, with the same conditions (no ashing step,
igestion catalyst was added, 4 min digestion, 18.0 M H2SO4),
he recovery increased to 95.5% without the need to an ashing
tep. Doubling the catalyst amount reduced the recovery due to
nappropriate ratio of solid to liquid. Thus, it is important here
o use an appropriate volume (of sulfuric acid) to digestion cat-
lyst ratio. Varying the volume of sulfuric acid (with constant
ig. 2. Effect of ashing time on the percentage recovery of TiO2 (sample not
ulverized, no digestion catalyst added, 4 min digestion, 1 ml of 18.0 M H2SO4).
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ig. 3. Effect of sulfuric acid volume (18.0 M) on percentage recovery of TiO2

sample pulverized, no ashing, 0.4 g digestion catalyst added, 4 min digestion).

Varying sulfuric acid concentration was also studied (Fig. 4),
n which it is clear that decreasing the sulfuric acid concentration
ignificantly reduced the recovery. As it is seen, the best recovery
as obtained with 18.0 M H2SO4. When the experiment was

epeated without the catalyst but under the same other optimized
onditions, the recovery decreased to 86.6%, which indicates the
ositive catalyst role in the digestion process.

.1.3. Effect of sample pulverization
Further recovery increase was obtained with sample pulver-

zation. With all the optimized conditions (no ashing, 3.00 ml of
8.0 M H2SO4, digestion catalyst added, 4 min digestion, sam-
le pulverized to pass 100 mesh screen), the recovery could be
mproved up to 99.7%.

.1.4. Effect of on–off time cycle of the microwave
On–off time cycle of the microwave oven was varied.

t was found that when using 60–30, 45–30 and 30–15
second–second) on–off time cycles, overheating occurred in

he early stages of the digestion process and some acid was lost.

hen 15/15-time cycle was used, digestion was slow and recov-
ry was low probably because energy supplied was not sufficient
o cause complete sample digestion within the specified diges-

ig. 4. Effect of sulfuric acid concentration on percentage recovery of TiO2

sample not pulverized, no ashing, 0.4 g digestion catalyst added, 4 min diges-
ion, 2 ml of 18.0 M H2SO4).

S
l
t

3

(

T
P
M

S
a
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ig. 5. Effect of mass of TiO2 analyzed (sample mass) on percentage recovery
f TiO2 (sample pulverized, no ashing, 0.4 g digestion catalyst added, 3.00 ml
f 18 M H2SO4, 4 min digestion).

ion time. When 30–30 on–off time cycle was used, digestion
as finished without gas evolution and with almost full recovery

99.7%).

.1.5. Effect of TiO2 mass contained in the photocatalyst
ample (sample mass)

The effect of sample mass was studied by applying the opti-
ized microwave-digestion procedure on various masses of

amples containing various amounts of TiO2. Fig. 5 shows recov-
ry change with mass of digested TiO2 in the tube. It is clear
hat to obtain the full recovery; the mass of TiO2 in the sample
hould not exceed 4 mg TiO2.

.1.6. Effect of carbon source
Effect of carbon source was also studied by applying the pro-

osed microwave procedure on various photocatalyst samples
repared using various activated carbons (from Norit, Darco,
igma and home-made activated carbons) and containing simi-

ar amounts of TiO2. The analysis showed a small variation (less
han 3% R.S.D.) for different carbon sources.
.2. Analytical precision

Six photocatalyst (TiO2/AC) samples were analyzed for TiO2
in four replicates) by the proposed microwave procedure and by

able 1
recision of TiO2 determination after digestion with the microwave procedure,
yers et al.’s procedure and Short et al.’s procedure

ample identification (mg
dded TiO2/g photocatalyst)

R.S.D. (%) of the
found TiO2 (n = 4)

Microwave
procedure

Myers et al.’s
procedure

Short et al.’s
procedure

18.0 2.39 2.56 4.85
33.0 2.02 2.20 3.70
54.2 1.75 1.86 2.71
75.9 1.70 1.76 2.38
97.4 1.52 1.48 2.06
12.5 1.42 1.46 1.63
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Table 2
Comparative determination of TiO2 in TiO2/AC photocatalyst samples after digestion with the proposed microwave procedure, Myers et al.’s procedure and Short
et al.’s procedure (n = 4)

Sample identification (mg added
TiO2/g photocatalyst)

Found TiO2/g sample (±95% confidence limits)

Microwave procedure Myers et al.’s procedure Short et al.’s procedure

18.0 18.2 (±0.4) 17.9 (±0.4) 11.5 (±0.5)
33.0 33.1 (±0.7) 32.5 (±0.7) 22.1 (±0.8)
54.2 54.0 (±0.8) 53.0 (±0.8) 35.3 (±0.9)
75.9 74.7 (±0.9) 74.7 (±0.9) 50.2 (±0.8)
97.4 96.4 (±0.9) 94.7 (±0.9) 65.5 (±0.9)
112.5 111 (±2) 110 (±2) 73.9 (±0.9)

R 97.3–99.2 63.8–67.2
R 0.800–2.74 32.8–36.2
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ecovery range (%) 98.4–101.1
elative error range (%) 0.384–1.61

he previously published procedures (Myers et al.’s and Short et
l.’s procedure). The results are shown in Table 1, in which it can
e concluded that the analytical precision is nearly equal for the
roposed microwave procedure and the Myers et al.’s procedure,
hile the scatter of the results obtained using the Short et al.’s
rocedure was higher (1.30–4.85% R.S.D.). However the three
rocedures gave less than 5% R.S.D.

.3. Analytical accuracy

Photocatalyst (TiO2/AC) samples were digested by the pro-
osed microwave-digestion procedure and analyzed for the TiO2
s outlined in Section 2.3. The same samples were also ana-
yzed for TiO2 by the Myers et al. and Short et al. procedures
s outlined in Section 2.4. Four replicates of each sample were
nalyzed and the average found concentration of TiO2 (±95%
onfidence limits) was recorded in Table 2.

Compared to Myers et al.’s procedure, which has been orig-
nally used for TiO2 analysis in feed and excreta samples; the
ecovery of TiO2 by the proposed microwave procedure ranges
etween 98.4 and 101.1%. This is slightly higher than the quoted
ecoveries of the Myers et al.’s procedure for the same TiO2/AC
hotocatalyst samples, which ranged from 97.3 to 99.2%. How-
ver, Myers et al. [17] reported that 4 h and half are required to
nalyze one sample. But with the proposed microwave-digestion
rocedure, we could analyze four photocatalyst samples in less
han half an hour.

The recoveries of TiO2 for the same samples treated with
he Short et al.’s procedure were much lower than the proposed

icrowave procedure, and ranged from 63.8 to 67.2%. Fig. 6
hows relationships between the found TiO2 using the proposed
icrowave procedure against the found TiO2 using Myers et

l.’s procedure and Short et al.’s procedure.

.4. Linearity and limit of detection

The calibration curves for TiO2 are linear (R2 > 0.9996)

ithin the studied concentration range (18.0–112.5 mg TiO2/g
hotocatalyst) for all the three procedures. Calibration
urves have slopes of 0.0971(±0.000296), 0.0960(±0.000301)
nd 0.0655(±0.000578) absorbance unites (AU) per (mg

w
t
e
s

ig. 6. Relationships between the found TiO2 using the proposed microwave
rocedure against the found TiO2 using Myers et al.’s procedure and Short et
l.’s procedure.

iO2/g photocatalyst) and y-intercepts of 0.0330(±0.0201),
.0250(±0.0204) and −0.0170(±0.0192) (mg TiO2/g photocat-
lyst) for the microwave procedure, Myers et al.’s procedure and
hort et al.’s procedure, respectively.

The limits of detection were calculated (4 replicate blank
uns) and found to be 0.0981, 0.124 and 0.281 (mg TiO2/g pho-
ocatalyst) for the microwave procedure, Myers et al.’s procedure
nd Short et al.’s procedure, respectively.

. Conclusion

The proposed microwave digestion of TiO2/AC photocata-
yst is a fast and simple method of sample treatment prior to
iO2 spectrophotometric analysis. This is superior to other pro-
edures because: (1) it is capable of full recovery of TiO2 in much
horter digestion time, (2) no ashing step is required, (3) less
hemicals and sample size are required and (4) many samples
an be treated simultaneously. Ashing is not necessary because
omplete recovery is obtained without ashing. The use of sul-
uric acid is an appropriate digesting reagent in this procedure,
hich is capable of dissolution of TiO2 while activated carbon

ill remain undigested. This is appropriate since this will reduce

he complexity of the matrix and thus reduce possible interfer-
nces. The % recovery of TiO2 is affected by sample particle
ize, the presence of a digestion catalyst and the concentration
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nd volume of sulfuric acid. Complete analysis of four sam-
les is possible in 30 min by the use of the proposed microwave
rocedure. Precision, accuracy and other figures of merit of the
roposed microwave procedure are comparable to or even better
han that of Myers et al.’s procedure.
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bstract

In this work, two toxic compound, sulfide and thiocyanate were determined simultaneously using kinetic spectrophotometry. These anions have
hown the catalytic effects on the reaction between iodine and azide. Since the system was nonlinear, a nonlinear model, principal component-
avelet neural network (PC-WNN) was used as the multivariate calibration method. The principal component analysis was used to decrease the
imension of the original matrix. In other words, the scores of the PCs, 5, instead of the original variables, 301, were used as the input for the model.
wo methods were used to select the most relevant principal components: eigenvalue ranking and correlation ranking. In this work, eigenvalue
nd correlation ranking methods have shown better results for thiocyanate and sulfide, respectively, and it can be concluded that these methods are
omplementary. The WNN has several advantages relative to other types of neural network such as better convergence ability. The data set was

ivided to calibration, prediction and validation sets. Each set was selected so that the concentrations of the analytes were approximately covered
he entire ranges of the analytes. Mean relative error for thiocyanate and sulfide in validation set were 8.5 and 10.6, respectively. Thiocyanate and
ulfide can be determined in the range of 60–700 ng ml−1 and 20–400 ng ml−1, respectively. The proposed method was applied for the determination
f sulfide and thiocyanate in real samples such as tap, waste and river waters with satisfactory results.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Determination of sulfur anions is important to a variety of
tudies including groundwater monitoring, food analysis, and
ssessment of biogeochemical process and in environmental,
linical and industrial samples. It is also playing an important
ole in the purity assays of chemical and pharmaceutical products
1–6]. From an environmental point of view, the large amount of
ater containing significant concentration of sulfur-bearing ions

s often generically referred to “sour water”[7]. Thus, the simul-
aneous determination of sulfur species is necessary and some
asy and inexpensive methods should be improved. Numerous

nstrumental methods are available for the determination of sul-
de or thiocyanate individually. Some of them are based on the
inetic spectrophotometric methods [8,9], and some use other

∗ Corresponding author. Tel.: +98 311 3912351; fax: +98 311 3912350.
E-mail address: Ensafi@cc.iut.ac.ir (A.A. Ensafi).

o
t
t
fi
e
m
u

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.09.018
ng; Eigenvalue ranking; Thiocyanate; Sulfide

ethods such as ion chromatography [10,11], potentiometry
nd ion selective electrodes [12,13], capillary electrophoresis
14,15] and gas chromatography [16,17]. In individual determi-
ation of sulfide or thiocyanate, kinetic methods [8,9] have better
etection limits with respect to ion chromatography [10,11],
otentiometry [12,13] and capillary electrophoresis methods
14,15]. However, the gas chromatography methods [16,17]
ave the lowest detection limits, but the anions must be deriv-
tized with pentafluorobenzyl bromide in order to make them
uitable for the measurement. There are few reports for the
imultaneous determination of both analytes. These methods are
ased on ion chromatographic methods [18–23]. These meth-
ds have very low detection limits but they need a separation
echnique before the analysis. Based on our search, however,
here are only two papers for simultaneous determination of sul-

de and thiocyanate by spectrophotometric methods. Belcher
t al. [24] have shown that nanogram amounts of these anions
ay be determined in samples of a few microliter by molec-

lar emission cavity analysis. In another work, flow-injection
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2.2. Wavelet neural networks

The topological structure of the WNN employed in this study
is shown in Fig. 1. The WNN consists of three layers: input
022 A.A. Ensafi et al. / Tal

ethod with flame molecular emission spectrometric detection
as used to compare the disulfur emission from sulfite, thiosul-

ate, sulfide, thiocyanate, diethyldithiocarbamate and colloidal
ulfur with that of sulfate. Counter ions were replaced with
ydronium through the use of an on-line ion-exchange column
25].

Multicomponent kinetic methods are able to determine and
esolve the components based on the differences of their behav-
or with respect to a common reagent [26]. The kinetic meth-
ds have advantages such as selectivity, sensitivity and simple
nstrumentation. These methods can be associated with different
echniques such as chemometrics that could resolve multicom-
onent kinetic systems without requiring their prior separation.
ensitive photometric determination of sulfide [27–30], thiosul-
ate [31,32] and thiocyanate [8] have been reported by means of
heir catalytic effects on the reaction between iodine and azide.
his reaction was also employed as a post column reaction for
etection of the sulfur anions in ion chromatography [20].

Since the relationship between analytes concentration and
bsorbance variation with time is essentially nonlinear, artifi-
ial neural network (ANN) and wavelet neural network (WNN),
hich is modeling methods for nonlinear systems, can be dealt
ith this type of nonlinear kinetic reactions. Wavelet neural
etwork is a novel approach towards the learning function.
avelet networks, which combine the wavelet theory and feed-

orward neural networks, utilize wavelets as the basis function
o construct a network. Wavelet function is a local function and
nfluences the networks’ output only in some local ranges. The
avelet neural network shows surprising effectiveness in solving

he conventional problems of poor convergence or even diver-
ence encountered in other kinds of neural networks [33].

Principal component analysis is a useful mathematical tech-
ique that has found many applications in multivariate data
nalysis. One of its applications is reducing the dimension of
he data matrix to a several independent and orthogonal princi-
al components. Principal component-artificial neural network
PC-ANN) [34–37] and principal component-wavelet neural
etwork (PC-WNN) [38] are powerful nonlinear modeling sys-
ems which have been used for simultaneous spectrophotometric
eterminations. The dimensional reduction by principal compo-
ent analysis (PCA) before model construction has advantages
uch as increasing numerical stability of model, reducing the
mount of co-linearity between variables [39]. The scores of
he principal component analysis of the response data are used
s inputs for the models. Selecting the significant and informa-
ive PCs is the main problem in almost all of the PCA-based
alibration methods [40–47]. The simplest and the most com-
on method is a top-down variable selection where the PCs

re ranked in the order of decreasing eigenvalue. The PC with
ighest eigenvalue is considered as the most significant one.
nother method for selection of the most relevant PCs is called

orrelation ranking. In this method, the PCs are ranked by their
orrelation coefficient with the property to be correlated (i.e. the

ependent variable) [46,47].

In this work, principal component-wavelet neural network
s proposed for simultaneous determination of thiocyanate and
ulfide based on their catalytic effects on the indicator reaction
1 (2007) 2021–2028

etween iodine and azide. Two methods are used to select the
ost relevant principal components: eigenvalue (EV) ranking

nd correlation (CR) ranking. In this work, eigenvalue and corre-
ation ranking methods have shown better results for thiocyanate
nd sulfide, respectively.

. Theory

.1. Wavelet

Wavelet transform (WT) is a novel signal processing tech-
ique developed from the Fourier transform and has been widely
sed to signal processing. The main characteristic of wavelet
ransform is its time–frequency localization. Wavelet transfor-

ation (WT) has versatile basis functions to be selected based
n the type of the signal analyzed. In WT, all basis function
a,b(x) can be derived from a mother wavelet ψ (x) through the

ollowing dilation and translation processes:

a,b(x) = a−1/2�

(
x− b

a

)
a, b∈R and a > 0 (1)

here the parameters of translation are b ∈ R and of dilation are
∈ R and a > 0 (R denotes real number). The mother wavelet,ψ

x), is a single fixed function such as Morlet function from which,
ll basis functions are generated.

Wavelet has been used in processing analytical data such as
ompression, denoising, variable selection and feature selection
48]. Wavelet functions were also used as basis functions in
eural networks [49–53].
Fig. 1. The WNN topology structure.
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ayer, hidden layer and output layer. The detailed description of
alculation steps of WNN and its applications are described in
efs. [33,52,53]. In brief, the connections between input units
nd hidden units are called weights uti and between hidden units
nd output units are calledwt . A Morlet mother function is used
s node activation function for the hidden layer. The dilation
nd translation parameters, at and bt, of the Morlet function for
ach node in the hidden layer are different and they need to
e optimized. In the WNN, the gradient descend algorithm is
mployed and the error is minimized by adjusting wt , uti, at,

t parameters. In addition to these weights, number of hidden
odes, learning rate, momentum and number of iterations need
o be optimized [38].

In the WNN, the following steps are carried out:

1) Initializing the dilation parameter at, translation parameter
bt and node connection weights uti, wt to some random
values. All those random values are limited in the interval
(0, 1).

2) Inputting data xn(i) and corresponding output values vT
n ,

where the superscript T represents the target output state.
3) Propagating the initial signal forward through the network

using

υn =
T∑
t=1

wth

(∑s
i=1utixn(i) − bt

at

)
(2)

where h is taken as a Morlet wavelet

h(t) = cos(1.75t) exp

(
− t

2

2

)
(3)

5) Calculation of the WNN parameters:

�wnew
t = −η ∂E

∂wold
t

+ α�wold
t (4)

�unew
ti = −η ∂E

∂uold
ti

+ α�uold
ti (5)

�anew
t = −η ∂E

∂aold
t

+ α�aold
t (6)

�bnew
t = −η ∂E

∂bold
t

+ α�bold
t (7)

The error function E is taken as

E = 1 N∑
(υT
n − υn)

2
(8)
2
n=1

where υT
n and υn are the experimental and calculated values,

respectively. N stands for the data number of training set,
and η and α being the learning rate and the momentum term,
respectively.

5) The WNN parameters were changed until the network out-
put satisfies the error criteria.

w
o
t
t
s
s
s

1 (2007) 2021–2028 2023

. Experimental

.1. Apparatus and software

A spectrophotometer (Jasco V-570) equipped with 0.50 cm
uartz cell was used for the absorbance measurements. A ther-
ostat (Gallenkamp Griffine, BJL-420-V) was used to keep the

eaction temperature at 25 ◦C. Data processing was performed
y a Pentium IV computer. The WNN algorithm was written in
ATLAB (Math Work, version 6.1) 6.1 by the authors.

.2. Reagents and chemicals

All solutions were prepared with doubly distilled water. All
hemicals were of analytical reagent grade.

A stock solution of sodium azide, 2.5 mol l−1, was prepared
y dissolving 16.414 g of sodium azide, Merck, NaN3, in water
nd diluted in a 100-ml volumetric flask.

A stock solution of iodine, I3
−, 0.010 mol l−1, was prepared

y dissolving 0.2540 g of I2, Merck, in potassium iodide solution
4.500 g KI/100 ml) in a 100-ml volumetric flask.

A stock solution of sulfide, 1000 �g ml−1, was prepared by
issolving 1.5000 g of sodium sulfide, Na2S·9H2O Merck, in a
asic medium, NaOH, and diluting to 100-ml. The solution was
tandardized iodometrically. Working solutions were prepared
aily from this stock solution by appropriate dilution with water.

A stock solution of thiocyanate, 1000 �g ml−1, was prepared
y dissolving 0.1695 g of potassium thiocyanate, Merck, KSCN,
n water and diluted in a 100-ml volumetric flask.

.3. General procedure

All the solutions were kept in a thermostated water bath
t 25 ◦C for 20 min before beginning of the experiment. To a
olution containing different amounts of anions in a 10-ml volu-
etric flask, 1 ml of buffer solution (acetate, pH 4.5) and 0.20 ml

f 2.5 mol l−1 NaN3 solution were added and the solution was
iluted to ca. 8 ml with water. Then 1.0 ml of 0.0018 mol l−1

odine solution was added and the solution was diluted to the
ark with water and mixed well. The stopwatch was turned on
hen the last drop of iodine solution had fallen. Immediately,

n appropriate quantity of the reacting solution was transferred
nto the cell chamber and the change in absorbance at 349 nm
absorption maximum of iodine) was recorded against water
fter 0.5–5.5 min from beginning of the reaction with1 s as inter-
als. The blank solution was treated as the same procedure.

.4. Binary solutions

Three sets of standard solutions containing the two anions
ere prepared so that the correlation between concentrations
f the two anions was avoided. Each set was selected so that
he concentrations of the analytes were approximately covered

he entire ranges of the analytes. The calibration and prediction
et were used to optimize the network parameters. Prediction
et was used to prevent to overfitting of the model. It is neces-
ary to emphasis that the validation set does not participate in
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tute a good subset for predictive purpose? Hence, selecting the
significant and informative PCs is the main problem in almost
all of the PCA-based calibration methods [31–38].

Table 1
The optimized experimental conditions

pH (acetate) 4.5
Azide concentration (mol l−1) 0.05
024 A.A. Ensafi et al. / Tal

he optimization of the model and only uses for evaluation of
he performance of the model. The composition of calibration
et solutions is given in Table 2. The calibration and the pre-
iction sets were 25 and 6 standard solutions, respectively. The
alidation set was six standard solutions. The solutions were
repared by adding different volumes of standard solutions of
he anions in 10-ml volumetric flasks. For example, the first
olution in Table 2, with the concentrations of 60 ng ml−1 of
CN− and 20 ng ml−1 of S2− was prepared by adding 0.60 ml
f the standard solution of 1000 ng ml−1 of SCN− and 0.20 ml
f the standard solution of 1000 ng ml−1 of S2− to 1 ml buffer
olution (acetate, pH 4.5) and 0.20 ml of 2.5 mol l−1 NaN3 solu-
ion in a 10-ml volumetric flask. The solution was diluted to ca.
ml with water and then 1.0 ml of 0.0018 mol l−1 iodine solu-

ion was added and the solution was diluted to the mark with
ater and mixed well. The absorption spectra of the solutions
ere recorded at 349 nm after 0.5–5.5 min from beginning of

he reaction in 1 s intervals. The concentration of the anions
n the standard solutions was 20–400 ng ml−1 for sulfide and
0–700 ng ml−1 for thiocyanate.

.5. Data processing

Since 301 data points were recorded for each solution, there-
ore, the response data of the calibration set was a matrix with
5 × 301 dimensions. The calibration data matrix (Xcal) was
ubjected to principal component analysis (PCA) using the sin-
ular value decomposition (SVD) [54]:

cal = UcalScalVT
cal (9)

here Ucal and Vcal are the orthonormal matrices which spanned
he respective row and column spaces of the data matrix (Xcal).
cal is a diagonal matrix whose elements are the square root of

he eigenvalues. The superscript T denote the transpose of the
atrix. The eigenvectors included in Ucal are named as principal

omponents (PCs).
The scores of the PCs were selected as input nodes in wavelet

eural network. Two methods are used to select the most relevant
rincipal components: eigenvalue (EV) ranking and correlation
CR) ranking. The PC-WNN architectures were different for
ulfide and thiocyanate. The number of PCs as an input layer,
he number of nodes in hidden layer and other parameters except
he number of iterations were optimized simultaneously. In other
ords, the best value for each variable was not obtained by “one

t a time” optimization method.

.6. Real samples

Water samples were sampled in a Teflon bottle and stor-
ge at 4 ◦C before analysis. The samples were filtered (using
lter 0.42 �m) and analyzed before 5 h of sampling. The fil-

ered samples were analyzed with the proposed method. To a

0 ml volumetric flask containing 5.0 ml water sample, 1 ml
uffer solution (acetate, pH 4.5) and 0.20 ml of 2.5 mol l−1 NaN3
olution were added and the solution was diluted to ca. 8 ml
ith water. Then 1.0 ml of 0.0018 mol l−1 iodine solution was

I
T
T
�

1 (2007) 2021–2028

dded and the solution was diluted to the mark with water. The
topwatch was turned on when the last drop of iodine solu-
ion had fallen. Immediately, an appropriate quantity of the
eacting solution was transferred into the cell chamber and the
hange in absorbance at 349 nm was recorded against water after
.5–5.5 min from beginning of the reaction. Then the thiocyanate
nd sulfide contents were calculated from the model. The rela-
ive error was calculated according to the analytes spiked to the
amples.

. Results and discussion

It was found that some oxidants such as iodine could oxidize
odium azide. The reaction proceeds very slowly at pH 5.
owever, the oxidation of sodium azide by iodine is increased

apidly in the presence of sulfide and thiocyanate. The reaction
an be followed spectrophotometrically by monitoring the
hange in the absorbance at 349 nm (absorption maximum of
odine).

The optimum experimental conditions such as pH, azide
oncentration, iodine concentration, time and temperature for
inetic determination of sulfide and thiocyanate have been
reviously reported [14,18]. For their simultaneous determi-
ation, the optimization process was repeated and Table 1
hows the optimized experimental conditions. Sulfide and
hiocyanate are catalyzed the oxidation of sodium azide by
odine and the decrease of absorbance of iodine at 349 nm
as recorded during 300 s in one second intervals. The

bsorbance–time behavior of the reaction mixture is shown in
ig. 2a. In addition, the variation of iodine spectrum versus

he total concentration of sulfide and thiocyanate are shown in
ig. 2b.

Three sets of standard solutions, calibration, prediction and
alidation sets were prepared, so that the correlation between
oncentrations was avoided. The composition of calibration
et solutions is given in Table 2. Since 301 data points were
ecorded for each solution, therefore, the response data of
he calibration set was a matrix with 25 × 301 dimensions.
he principal component analysis (PCA) was applied to

he data set for dimensional reduction and the scores of the
Cs were selected as input nodes in wavelet neural network.
he PC-WNN architectures were different for sulfide and

hiocyanate.
A major question will arise: how many and which PCs consti-
odide concentration (mol l−1) 1.8 × 10−4

ime (s) 300
emperature (◦C) 25

max (nm) 349
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Fig. 2. (a) Absorbance changes vs. time (s) recorded at 349 nm. (1) Blank solu-
tion; (2) sulfide, 100.0 ng ml−1; (3) thiocyanate, 200.0 ng ml−1; (4) mixture of
2 plus 3. Conditions: pH 4.5; azide, 0.050 mol l−1; iodine, 1.8 × 10−4 mol l−1;
temperature, 25 ◦C. (b) Landscape for the variation of iodine spectrum vs. the
total concentrations of the analytes for mixture of sulfide and thiocyanate; (a)
0.0, 0.0 ng ml−1; (b) 140.0, 150.0 ng ml−1; (c) 120.0, 260.0 ng ml−1; (d) 360.0,
340.0 ng ml−1; (e) 430.0, 405.0 ng ml−1; (f) 700.0, 400.0 ng ml−1, respectively.
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Table 2
Composition of solutions used for the calibration set

Solution number SCN− (ng ml−1) S2− (ng ml−1)

1 60 20
2 80 220
3 90 350
4 100 40
5 120 260
6 140 150
7 160 320
8 200 80
9 240 280

10 280 370
11 300 200
12 320 30
13 360 120
14 380 330
15 400 50
16 420 140
17 460 240
18 480 360
19 520 130
20 540 70
21 580 380
22 620 60
23 640 170
2
2
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corresponds to a combination of variable values and total num-
ber of index number is equal to the all possible combination
of the variable values. Fig. 3 shows only the root mean square
error for the prediction set for a subset of index number (200

Table 3
The optimized parameters for EV-PC-WNNa model

Parameters SCN− S2−

Input nodes 4 3
Hidden nodes 3 2
Output nodes 1 1
Learning rate 0.035 0.089
Momentum 0.91 0.29
Number of iterations 1000 1000
Hidden transfer function Morlet Morlet
onditions: pH 4.5; azide, 0.050 mol l−1; iodine, 1.8 × 10−4 mol l−1; tempera-
ure, 25 ◦C.

.1. Eigenvalue ranking

The simplest and the most common method is a top-down
ariable selection where the PCs are ranked in the order of
ecreasing eigenvalue. The PC with highest eigenvalue is con-
idered as the most significant one and subsequently, the PCs are
ntroduced into the calibration model one after the other until no
urther improvement of the calibration model is obtained.

WNN models were developed using different number of the
Cs in input layer. The WNN variables consisted of the number
f PCs as an input layer, the number of nodes in the hidden layer,
he learning rate, the momentum and the number of epochs,
hich optimized for each anion separately. In this work, the
umber of PCs as an input layer, the number of nodes in hid-
en layer and other parameters except the number of iterations
ere optimized simultaneously. In other words, the best value
or each variable was not obtained by “one at a time” optimiza-
ion method. The number of PCs in input layer can be changed
rom 1 to 8, while the number of nodes in hidden layer from 2

O

w

4 680 210
5 700 400

o 8, the learning rate from 0.001 to 0.1 with a step of 0.001 and
omentum from 0.1 to 0.99 with a step of 0.01. Each possible

ombination was named an index number. The WNN models
ere constructed with all of the possible combinations of those

our variables. The root mean square error (RMSE) for calibra-
ion and prediction sets for each WNN model was calculated.
he WNN model, which shows minimum RMSE for calibra-

ion and prediction sets, was selected as the optimized WNN
odel and the variables of this model were selected as the opti-
ized variable values. The optimized variable parameters for

hiocyanate and sulfide are given in Table 3. Fig. 3 shows the
hanges of the RMSE values against the index number for thio-
yanate in the prediction set. Each number of index number
utput transfer function Linear Linear

a EV-PC-WNN: eigenvalue ranking-principal component-wavelet neural net-
ork.



2026 A.A. Ensafi et al. / Talanta 71 (2007) 2021–2028

F
p

o
a
r
s
s
f
v

4

c
b
(

T
P

A

S

S

Table 5
Validation set composition and their predicted values with EV-PC-WNN model

Actual Found %RE

SCN− (ng ml−1)
510 566.7 11.1
260 273.3 5.1
310 299.8 3.3
390 425.0 9.0
430 373.6 13.1
650 590.6 9.1
Mean 8.5

S2− (ng ml−1)
215 234.8 9.2
340 323.4 4.9
190 165.6 12.9
105 123.4 17.5
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ig. 3. Plot of RMSE values against the index numbers for thiocyanate in the
rediction set.

f possible variable combinations). Finally, the number of iter-
tions was optimized with the optimized variable values. It was
ealized that at 1000 iterations, the RMSE errors for prediction
et was minimum. The mean relative errors for thiocyanate and
ulfide were 6.8 and 7.7 for the prediction set and 8.5 and 10.6
or the validation set, respectively. The results for prediction and
alidation sets are given in Tables 4 and 5.

.2. Correlation ranking
Another method for selection of the most relevant PCs is
alled correlation ranking. In this method, the PCs are ranked
y their correlation coefficient with the property to be correlated
i.e. the dependent variable).

able 4
rediction set composition and their predicted values with EV-PC-WNN model

ctual Found %RE

CN− (ng ml−1)
70 83.1 18.7
220 236.2 7.4
440 404.3 8.1
560 574.3 2.6
600 599.5 0.08
660 634.6 3.8
Mean 6.8

2− (ng ml−1)
110 100.4 8.7
160 158.0 1.2
100 94.3 5.7
250 213.4 14.6
270 301.4 11.6
310 295.9 4.6
Mean 7.7
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405 344.8 14.9
355 339.2 4.4
Mean 10.6

In order to rank the PCs based on their correlation coefficient
ith their corresponding anion concentration data, the linear

orrelation coefficient was not used because the relation between
he concentration and PCs are not linear. Instead, the correlation
oefficients were calculated by a nonlinear model such as WNN.
he WNN was first used to calculate the nonlinear relationship
etween each one of the PCs and concentration separately. Thus,
n this case, the WNN model had only one node in its input layer
an individual PC). In the case of each PC, the WNN parameters
ncluding of nodes in the hidden layer, momentum and learning
ate were optimized simultaneously. Morlet and linear functions
ere used as hidden and output transfer functions, respectively.
he best model in each case was used to calculate the coefficient
f determination (R2) between the calculated and experimental
oncentration for both calibration and prediction sets. This work
as performed for each anion separately. The results are given

n Table 6.
The correlative ability or informative contents of the

Cs with respect to the concentration data does not show
he same trend as their eigenvalues. The order of the
Cs based on their decreasing correlation for thiocyanate

s PC2 > PC1 > PC19 > PC11 > PC18 > PC7 > PC12 > PC8 > · · ·.
he ranked PCs were then entered into the WNN model succes-
ively. When each new PC was introduced into the model, the

NN parameters were optimized simultaneously to reach to
inimum of error. The results of this method for thiocyanate

nd sulfide are given in Tables 7 and 8 and compared with the
esults of eigenvalue ranking method.

Based on the results in the Table 7, it was found that the
orrelation ranking selection method has better results for thio-
yanate. The mean relative error for prediction and validation
ets was 5.6% and 7.1% with correlation ranking method but
as 6.8% and 8.5% for eigenvalue ranking, respectively. The
umber of PCs in input layer of WNN model was three and four

or correlation and eigenvalue ranking method, respectively.

The results Table 8 show that the eigenvalue ranking selec-
ion method is better than eigenvalue ranking selection method
or sulfide. The mean relative error was 7.5% and 10.6% (eigen-
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Table 6
The results of WNN for modeling between each one of PCs and anion
concentrations

PC no. SCN− S2−

No. of hidden
nodes

R2 No. of hidden
nodes

R2

1 6 0.72 6 0.56
2 6 0.74 6 0.17
3 6 0.22 5 0.33
4 6 0.23 6 0.46
5 5 0.24 6 0.36
6 5 0.29 4 0.27
7 3 0.44 6 0.34
8 5 0.31 6 0.28
9 6 0.29 5 0.47

10 5 0.25 4 0.30
11 5 0.46 5 0.15
12 5 0.43 6 0.51
13 5 0.12 6 0.04
14 6 0.10 5 0.19
15 6 0.12 5 0.07
16 6 0.12 5 0.35
17 5 0.19 3 0.02
18 6 0.44 5 0.08
1
2

v
p
i
a

t
a
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r
p
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a
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W

4

i
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s
p
i

4

f

T
R

P

P
P
P
P
P
P
P
P
P

T
R

P

P
P
P
P
P
P
P
P
P

9 6 0.47 6 0.23
0 5 0.08 6 0.03
alue ranking) and 14.7% and 31% (correlation ranking) for
rediction and validation sets, respectively. The number of PCs
n input layer of WNN model was six and three for correlation
nd eigenvalue ranking method, respectively.

s
s
t
a

able 7
esults of CR-PC-WNN and comparison with EV-PC-WNN for SCN−

C entered No. of hidden

C2 6
C2 + PC1 5
C2 + PC1 + PC19 4
C2 + PC1 + PC19 + PC11 3
C2 + PC1 + PC19 + PC11 + PC18 2
C2 + PC1 + PC19 + PC11 + PC18 + PC7 2
C2 + PC1 + PC19 + PC11 + PC18 + PC7 + PC12 2
C2 + PC1 + PC19 + PC11 + PC18 + PC7 + PC12 + PC8 2
C1 + PC2 + PC3 + PC4a 3

a EV-PC-WNN model.

able 8
esults of CR-PC-WNN and comparison with EV-PC-WNN for S2−

C entered No. of hidden n

C1 6
C1 + PC12 5
C1 + PC12 + PC9 4
C1 + PC12 + PC9 + PC4 3
C1 + PC12 + PC9 + PC4 + PC5 2
C1 + PC12 + PC9 + PC4 + PC5 + PC16 2
C1 + PC12 + PC9 + PC4 + PC5 + PC16 + PC7 2
C1 + PC12 + PC9 + PC4 + PC5 + PC16 + PC7 + PC3 2
C1 + PC2 + PC3a 2

a EV-PC-WNN model.
1 (2007) 2021–2028 2027

Based on the above results, it can be concluded that for simul-
aneous determination of thiocyanate and sulfide, the correlation
nd eigenvalue ranking methods are complementary.

In this work the WNN architecture and its parameters were
lso examined for two neurons as the output layer. However the
esults were not good as the case that WNN architecture and its
arameters were optimized for one neuron as the output layer.
t is clear that when one neuron is in the output layer, the WNN
rchitecture and its parameters were specifically optimized for
ne of the analyte and therefore, the results are superior than the
NN with two neurons at the output layer.

.3. Interference study

Some cations and anions were checked for their possible
nterference effects on the determination of thiocyanate and sul-
de by mixing 200 ng ml−1 standard solution of thiocyanate and
ulfide with an appropriate amount of foreign ions by the pro-
osed method. The results are given in Table 9. An error of 5%
n concentration was considered to be tolerable.

.4. Real samples

In order to evaluate the applicability of the proposed method
or real sample analysis, three different water samples was cho-

en for the analysis of sulfide and thiocyanate contents. The
tandard addition method was used three to four times for quan-
ification of sulfide and thiocyanate concentration in the samples
nd mean values were considered as real values. The results are

nodes Mean relative error
of prediction set

Mean relative error
of validation set

14.1 38.8
7.8 27.0
5.6 7.1
7.6 7.3
6.1 32.5
6.7 12.3

10.9 57.9
11.3 24.7
6.8 8.5

odes Mean relative error
of prediction set

Mean relative error
of validation set

25.5 41.6
34.0 41.1
37.1 27.4
32.0 61.1
37.3 34.6
14.7 31.0
36.5 37.9
36.3 32.4

7.7 10.6
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Table 9
Tolerance limits (�g ml−1) of several ions with respect to SCN− and S2−
(200 ng ml−1)

Ion added SCN− S2−

K+, NO3
−, Na+, Br−, SO4

2−, NH4
+, CO3

2−, Cl−
Mg2+, Ca2+, F−, acetate, citrate, BrO3

−, ClO4
−

PO4
3−, C2O4

2−, Ba2+, Al3+, B4O7
2− 1000 1000

Ni2+, Co2+, Fe3+, Cr3+, Zn2+, Mn2+, Cu2+ 50 20
S2O3

2−, CN− 5 10
Cr6+, Hg2+ 1 1

Table 10
Real sample analysis

Sample SCN− (ng ml−1) S2− (ng ml−1)

Added Found %RE Added Found %RE

Tap water – ND – – ND –
Tap water 80.0 86.8 ± 3.8 8.5 35.0 38.7 ± 3.8 10.6
Tap water 100.0 93.7 ± 4.5 6.3 50.0 55.6 ± 4.9 11.2
Tap water 200.0 220.9 ± 10.0 10.5 200.0 204.2 ± 6.1 2.1
Tap water 400.0 406.5 ± 4.0 1.6 100.0 99.7 ± 3.2 0.3

Waste water – ND – – 28.0 ± 1.1 –
Waste water 80.0 85.4 ± 4.1 6.7 35.0 66.2 ± 2.6 9.1
Waste water 100.0 108.7 ± 5.2 8.7 390.0 393.4 ± 5.7 6.3
Waste water 200.0 210.8 ± 8.1 5.4 100.0 130.5 ± 2.1 2.5
Waste water 400.0 408.2 ± 3.7 2.0 200.0 229.5 ± 3.2 0.8

River watera – ND – – ND –
River watera 80.0 86.2 ± 3.5 7.7 35.0 37.9 ± 4.6 8.3
River watera 200.0 208.9 ± 4.0 4.4 100.0 104.2 ± 3.1 4.2
River watera 400.0 405.6 ± 3.6 1.4 200.0 204.3 ± 3.4 2.2
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D – not detected. ± values shows the standard deviation for five replicate
easurements.
a Zayanderood river (Isfahan city).

iven in Table 10, shows good results according to the standard
eviations and the relative errors (%RE).

. Conclusions

The proposed method is suitable for simultaneous determina-
ion of thiocyanate and sulfide in water samples using principal
omponent-wavelet neural network. Two methods, eigenvalue
anking and correlation ranking were investigated for selection
he most feasible PCs. The results indicate that the methods of
Cs selection are complementary in this analysis. The method
as good accuracy and precision.
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bstract

A new in vitro assay for anthelmintic activity using Caenorhabditis elegans is based on the ability of 5(6)-carboxyfluorescein diacetate (CFDA)
o indicate the worm’s viability. It is shown for the first time that the treatment of a suspension of worms with a solution of 5(6)-carboxyfluorescein
iacetate (4.2%) for 30 min transiently induces fluorescence in dead worms only, allowing a fast and efficient determination of the proportion of
ead worms by fluorescence microscopy.

The proposed test has been validated using mixtures of populations of living and killed C. elegans and proved to be selective, linear in the range
–100%, accurate and precise.

The suitability of the assay to detect anthelmintic activity was then evaluated by studying the toxicity against C. elegans of a series of known
nthelmintic compounds (mebendazole, levamisole, niclosamide, pyrantel, piperazine, and thiabendazole) with various modes of action.

The worms were exposed to each drug at two concentrations, 50 and 100 �g/ml for piperazine, niclosamide, pyrantel and 5 and 10 �g/ml for the
thers. We observed that, in the tested range of doses, piperazine and niclosamide were only moderately toxic, yielding 13.1 and 17.5% of dead

orms; due to their mode of action and/or specificity, the low toxicity of these compounds was as expected. The marked activities of all the other

ompound fully agree with those described in the literature and obtained by other more laborious techniques.
These validation data indicate that the proposed in vitro anthelmintic assay using 5(6)-carboxyfluorescein diacetate allows for sensitive mea-

urement of worm viability.
2006 Elsevier B.V. All rights reserved.
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eywords: C. elegans; Anthelmintic assay; Pharmacological validation

. Introduction

Nowadays the interest in intestinal parasitoses has consid-
rably regressed, probably because of more recent priorities
uch as AIDS. However more than 2 billions people are affected
hroughout the world, of which 300 millions suffer from severe
orbid associations with more than 155,000 deaths per annum
1]. Paludism put aside, these affections still constitute 40% of
he tropical diseases [1].

∗ Corresponding author. Tel.: +32 2 650 5196; fax: +32 2 650 5187.
E-mail address: cgnoula@ulb.ac.be (C. Gnoula).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.08.025
It is generally considered that the drugs used for the treatment
f helminthiasis are relatively effective and inexpensive. Indeed,
standard anthelmintic treatment costs on average only US$

.15 (three tablets of mebendazole) [1].
Nevertheless, many cases of resistance to the three principal

roups of anthelmintic drugs (benzimidazoles, imidazothiazoles
nd macrocyclic lactones) are observed in the ovine and caprine
reeding of Australia [2], South Africa [3] and certain countries
f South America like Paraguay [4]. One of the consequences

f this phenomenon was the discontinuance of the breeding of
heep in South Africa [3] and goat in Australia [2], no molecule
eing effective anymore against digestive strongles. Conversely,
he supposed absence of resistance in most countries of Asia or
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frica can probably be explained by a lack of investigations on
he subject. In consequence, identification of new anthelmintic

olecules is clearly needed.
The discovery of new anthelmintics relies to a large extent

n the use of an effective screening assay to detect anthelmintic
ctivity.

The best test for an anthelmintic drug uses the target species
n its normal host. But this requires relatively large quantities of
hemicals and animals breeding facilities, which can be quite
xpensive.

Several nematodes, including a free living soil worm suscep-
ible to all commercially available anthelmintics, Caenorhabdi-
is elegans, have been proposed for the development of in vitro
rug screening assays [5,6].

Usual indicators of anthelmintic activity in vitro are based on
evelopmental changes, changes in mobility [7,8] or changes
n the secretion of acetylcholinesterase [7]. O’Grady reported
hat a motility assay was able to detect toxicity of all known
nthelmintics [9]. In such an assay, worms motionless after stim-
lation are considered as dead; thus paralysis and toxic effects
f drugs are measured by simple observation of the degree of
otility of drug-treated worms compared to controls [10].
However, the need to stimulate the worms under the micro-

cope, together with the fact that the motility assay is not able
o distinguish dead worms from paralysed ones, convinced us
hat a new kind of test was needed, one that would facilitate the
ounting of dead worms. In this purpose, we began to inves-
igate the use of 5(6)-carboxyfluorescein diacetate (CFDA), a
ell-known indicator of cell viability. Surprisingly, we found

hat only the dead worms were fluorescent, which suggests that
his fluorophore might be well-adapted to the development of an
n vitro anthelmintic assay useful for drug screening.

The present study focuses on the development and the vali-
ation of this method from both analytical and biological points
f view.

. Material and methods

.1. Worms culture

C. elegans wild-type strain and Escherichia coli OP50 strain
ere generous gifts from Devgen (Gent, Belgium). The worms
ere grown on E. coli layers in Petri dishes maintained in a

hermostated oven at 20 ◦C; worms for the test were larva L3
btained after a synchronous culture as previously described
11].

.2. Chemicals

Tryptone Soy Agar and Tryptone Soy Broth come from
xoı̈d (England). Cholesterol, methanol and sodium hydroxyde
ere obtained from Merck (Darmstadt, Germany), nystatin

rom Alpha Pharma (Braine-l’ Alleud, Belgium), 30% hydrogen

eroxide from UCB (Belgium), thiabendazole from Ludeco
Brussels, Belgium), mebendazole from Certa (Braine-l’
lleud), levamisole and pyrantel pamoate from Riedel-de Haën

Germany), and 5(6)-carboxyfluorescein diacetate (CFDA)

p
p
c
g

1 (2007) 1886–1892 1887

rom Acros (Geel, Belgium). Niclosamide was a gift from Bayer
Germany). The PBS (solution without hydrogenocarbonate
nd with CaCl2 and MgCl2) was from Invitrogen (Paisley,
cotland), the culture flasks (25 cm2 ventilated) from VWR
Leuven, Belgium), the multiwell plates from Greiner Bio-One
Frickenhausen, Germany) and the Petri dishes from Sarstedt
Nuremberg, Germany).

.3. Fluorescence microscopy

The microscope was an Axiovert S100TV (Zeiss, Germany)
quipped in epifluorescence (xenon lamp); a lambda filter wheel
0-2 (Sutter, USA) equipped with a fast obturator allows the
election of the excitation filter (λexcitation 480 nm, λemission
60 nm, dichroic 505 nm). The objective is an A-Plan 10x/0.25
h1 (Zeiss, Germany) and images are acquired with a Hama-
atsu Orca-2, controlled by the AQM software (Kinetic Imag-

ng, United Kingdom).

.4. Experimental protocol

To prepare a dead worms suspension, worms were collected
rom 2 to 3 days old Petri dishes in a total volume of 20 ml
BS. 5 ml of this suspension were transferred in a culture flask,

reated by 10 ml of 30% hydrogen peroxide and exposed for one
our under a UVA irradiator consisting of 4 tubes Cleo 15 W
Phillips, Holland) assembled in parallel on a support (the four
ubes are aligned and distant of 4 cm) and placed at 25 cm over
he suspension of worms. The Cleo lamp offers a continuous
pectrum from 300 to 450 nm, with a maximum at approximately
54 nm (UVB/UVA ratio, 1.2%). The obtained worm suspension
as subsequently transferred into a 15 ml tube and centrifuged

1300 rpm, 2 min), rinsed twice with 5 ml PBS and resuspended
n 5 ml PBS.

For the toxicity tests, 5 ml of a worms suspension (approxi-
ately 6250–7500 worms) in PBS were added with the tested

rug (solutions in DMSO, total volume of DMSO not exceed-
ng 500 �l) and maintained at 20 ◦C for up to 7 days. At each
ime point, a 500-�l aliquot of this suspension was labelled by
dding 200 �l of a CFDA working solution (dilution 1/25 in PBS
f a stock solution of 3.0 mg CFDA in 1 ml acetone) and leaving
or 30 min at room temperature in the dark. After centrifugation
1300 rpm, 2 min) and washing with 5 ml PBS, the pellet was
esuspended in 1 ml PBS and divided into 200-�l aliquots con-
aining around 250–300 worms. The proportion of dead worms
as then measured by visual counting (triplicate counting) in
uorescence microscopy.

Statistics were computed by Excel 2000 equipped with the
dd-on Analyse-It (Microsoft), the level of significance being
lassically set at 0.05.

.4.1. Linearity, accuracy and precision
Mixtures of living and killed worms were prepared in known
roportions (eight levels ranging from 10 to 100%), labeled as
er our general protocol and visually counted. The response
urve “fluorescent worms” versus “dead worms” was investi-
ated on 3 different days. Homoscedasticity was checked by
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Table 1, slope significance and lack of fit tests).

Table 2 comprises the data for the accuracy study; the mean
relative recovery was around 100% for all tested proportions of
dead and living worms.

Table 1
Linearity study

Investigated range (proportion of dead worms) 10–100%
n 72
Determination coefficient (r2) 0.9988
p for Cochran C 0.279
Eventual transformation Nonea

Slope ± standard deviation (R.S.D. %) 0.996 ± 0.004 (0.4%)
888 C. Gnoula et al. / Tala

he Cochran test and, if needed, data were transformed prior to
inearity testing (lack of fit test) [12].

For accuracy evaluation, the probability for the F-ratio “vari-
nce between levels” to “variance within levels” was computed
o ascertain that the variation of observations between the levels
as due to experimental errors. The mean recovery was then

omputed along with its confidence interval for a probability
evel of 0.05.

For precision evaluation, the data were analyzed by a 2-way
NOVA with repetition, considering 2 random effects; “propor-

ion of dead worms” and “analysis day”; the within-day and total
“between-day”) variations for the whole analytical procedure
ere computed.

. Results

.1. Selectivity

It was noticed that only dead worms present an intense fluo-
escence (Fig. 1). Although a very low fluorescence was emitted
y some living worms, the difference was such that straightfor-
ard counting could be done without any problem. As there is
o reference method to declare a worm as “dead”, we resorted
o stimulation with a needle.

Stimulation of fluorescent worms systematically leaved them
otionless; trials with paralyzing agents (niclosamide and piper-

zine) yielded equally motionless but CFDA-unlabelled worms.
he proposed test was thus considered selective.
.2. Linearity, accuracy and precision

By using mixtures of living and killed worms in known pro-
ortions, a linear relationship fluorescent worms versus dead

ig. 1. Combination of fluorescence image and visible light image, showing
ead and living worms.

p
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ig. 2. Linear relationship fluorescent worms vs. dead worms (CFDA labelling
f known mixtures prepared by mixing dead and living worms suspensions).
ests in triplicate (250–300 worms evaluated per sampling points).

orms could be demonstrated in the investigated range (Fig. 2;
for the slope �= 1 0.376(NS)

ntercept ± standard deviation (R.S.D. %) 0.42 ± 0.26 (62%)
for the intercept �= 0 0.114(NS)

for the slope significance F-test <0.001***

for the lack of fit F-test 0.622(NS)

a Homoscedasticity was verified for raw data (Cochran test; p < 0.05) and so
o transformation was required [12].
** Very highly significant, p < 0.001.

able 2
ccuracy study

repared proportion
f dead worms

Relative recovery
(%) (mean ± S.D.)

0 102 ± 7
0 102 ± 4
0 101 ± 3
0 101 ± 2
0 100 ± 3
0 99 ± 1
0 100 ± 1
00 100 ± 1

a 72
b for the Cochran C-test (homoscedasticity) 0.279(NS)

b for the F-test ratio “variance
between-Prepared Proportion of dead worms”
to “variance within-Prepared proportion of
dead worms”

0.965(NS)

ean relative recovery (%) ± S.D. 100.7 ± 3.3
ean recovery confidence interval (%) 99.98–101.52

a Eight mixtures counted three times and repeated over 3 days.
b NS, non-signifiant, p > 0.05.
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Table 3
Precision of the whole analytical procedure: 2-way ANOVA with repetition; two random factors (“prepared proportion of dead worms” and “analysis day”)

Source of variation Degrees of
freedom

Sum of
squares

Mean square Variance
ratio (F)

pa R.S.D. % (within-
analysis day)

R.S.D. %
(Total)

Analysis day 2 3.99 2.00 0.82 46.11(NS) 1.29 1.29
Prepared proportion of dead worms 7 57071.16 8153.02 3345.21 <0.001***

Analysis day × prepared proportion
of dead worms (interaction)

14 34.12 2.44 4.58 0.004**

Residual (error) 48 25.52 0.53

Total 71 57134.80
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ight different samples have been analyzed in triplicate on 3 different days
a NS, non-significant, p > 0.05.

** Highly significant, p < 0.01.
** Very highly significant, p < 0.001.

Table 3 details the components of the variance for the preci-
ion data. The counting allowed to differentiate the proportions
f the different samples without influence of the factor “analysis
ay”. However, close examination of data shows that these dif-
erences can be considered as negligible (<3%). With the excel-
ent precision of countings, a slight interaction day × sample
s revealed (p = 0.004). This interaction means that counting of
ome samples are significantly different according to the “anal-
sis day”. Considering all the levels, the total precision of the
nalytical procedure was 1.3%.

.3. Pharmacological validation

Fig. 3 presents the evolution of toxicity according to time
or the 6 tested compounds. All the anthelmintics tested
howed activity against C. elegans (Table 4), but piperazine
nd niclosamide were moderately toxic, yielding only 15.5
nd 17.5% of dead worms at the higher tested dosage. The
xamined dose ranges based on the minimum detectable

ose according to Simpkin and Coles (thiabendazole, pyran-
el) [5] or the doses proposed by Fonseca-Salamanca et al.
13].

able 4
n vitro effects of various anthelmintics against Caenorhabditis elegans

rug Dose
(�g/ml)

% dead worms after 7 days of incubation
(mean of two determinations; R.S.D.: 1.3%)

ontrol – 2.4

ebendazole 1 24.1
10 89.9

hiabendazole 5 58.5
10 82.5

evamisole 5 74.5
10 96.4

iperazine 50 13.1
100 15.5

iclosamide 50 15.7
100 17.5

yrantel 50 41.0
100 53.4

k
t
t
r
m
h

h
o
l
m
w
y
t
C
r

m
c
g
a
a
1

. Discussion

This study proposes a method for assessing nematode via-
ility to develop an efficient and simple in vitro anthelmintic
creening test. Suitable screening models are indeed important
or both drug discovery and their further pharmacological inves-
igation. C. elegans has already been proposed as an in vitro
est: 7-days incubation with the tested agent followed by light-

icroscopy visual estimation of effect. This test supposed sensi-
ive enough to detect most of so-called “modern” anthelmintics,
as described as particularly suited for the screening of natural
roducts [5].

The present bioassay is an improvement on this test as it con-
iderably eases the visual distinction between dead and living
orms and thus the quantitative evaluation of anthelmintic activ-

ties. It presents a good selectivity, accuracy and reproducibility
nd possesses the advantages of being cost-effective and easy to
perate for reasonable throughputs.

CFDA, a fluorogenic esterified substrate sometimes used to
easure the activity of the cellular esterases [14], is a well-

nown indicator of cellular viability. The compound crosses
he cellular membrane and undergoes hydrolysis to be readily
rapped in the cell and label the cytoplasm. As induced fluo-
escence is transient (36 h) following the death of worms, the
onitoring of viability needs to be done repeatedly, which can

owever be considered as an advantage for kinetic purposes.
The observation of fluorescence in dead worms only supposes

ydrolysis of CFDA by cytoplasmic esterases. This suggests on
ne hand that this enzymatic activity persists in dead worms at
east for a certain time and, on the other hand, that there is some

echanism either preventing the penetration of CFDA in living
orms or expulsing the fluorophore before enzymatic hydrol-
sis. Membrane P-glycoproteins which control the passage of
oxic substances through the membrane have been described in
. elegans, a mechanism similar to the well-known multidrug

esistance mechanism in mammalians [15–20].
As worms dead for more than 36 h cannot be labelled any-

ore, the fluorescence emitted by recently dead worms only
ould likely be explained by an inactivation of the membrane P-

lycoprotein alongside a persistence of the cytoplasmic esterase
ctivity in the hours which follow the death of the worm. Tri-
ls to inhibit the P-glycoprotein with verapamil (10, 100 and
000 �g/ml) to label living worms were however unsuccessful,
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Fig. 3. Toxicity vs. C. elegans of benzimidazoles and levamisole (two doses tested; CFDA fluorescence labelling and counting every 24 h). Tests in duplicate (250–300
worms evaluated per sampling points). Note: the two points are sometimes superimposed. (A) Toxicity of mebendazole; (B) toxicity of thiabendazole; (C) toxicity
of levamisole; (D) toxicity of piperazine; (E) toxicity of niclosamide; (F) toxicity of pyrantel.
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ue to the high toxicity of this compound to C. elegans. Work is
n progress with other MDR’s inhibitors (SiRNA) to elucidate
his mechanism.

The kinetic aspect of the test allows for a daily follow up of
ong-term toxicity (up to 7 days), which is quite interesting for
esting compounds at lower dosages but also for characterizing
nthelmintics that require several days to effectively kill worms,
epending on the developmental stage target. The effect of the
oxic can effectively be observed all along the larval develop-

ent.
For such tests however, the stability of tested chemicals dur-

ng the 7-days incubation could be a potential problem.
Most of the literature described anthelmintic assays do not

uantify the anthelmintic activity of the tested products, but
rovide only scoring results such as “not active”, “doubtful”,
active” [5], which precludes comparisons of data.

Anthelmintics are usually divided into two groups, those act-
ng on metabolic pathways and those acting on the nervous
ystem of nematodes [21].

In our test, the activity of well-known anthelmintic drugs
uch as benzimidazoles (mebendazole, thiabendazole) and lev-
misole is evident (Fig. 3). The benzimidazole drugs bind the
ematode tubulin, thus inhibiting the formation of microtubules,
hich are subsequently unable to transport secretory granules
r to secrete enzymes within the cell cytoplasm; this eventually
esults in cell lysis [22]. The mode of action of benzimida-
oles is clinically significant in susceptible parasites populations
ecause the duration of exposure of the parasite to drug is a deter-
inant key of efficacy [23]. On C. elegans, the activity is marked

fter 2 days of contact at the higher tested dose (Fig. 3A and B).
Levamisole acts as a cholinergic agonist at nicotinic neuro-

uscular junctions in nematode parasites, first by opening and
hen blocking acetylcholine receptor-mediated cations channels
24]. This faster mode of action is apparent on C. elegans with
ignificant toxicity already after 1 day of contact (Fig. 3C).

Piperazine acts by blocking the neurotransmitter acetyl-
holine in the worm, leading to paralysis and faecal excretion of
otionless, but still living worms [25]. Placed in a physiologi-

al solution, those excreted worms recover in less than 3 h [25],
hich probably explains the low reduction of worm population
rowth. Accordingly, the effect of piperazine on C. elegans is
ow, leading to only 20% dead worms at the highest dose tested
Fig. 3D).

Although niclosamide causes paralysis of the taeniasis, facil-
tating their expulsion, it is not effective against nematodes. This
act, combined with the recovery of paralysed worms, explains
he low activity observed on C. elegans (Fig. 3E).

Pyrantel is an anthelmintic specifically used against nema-
odes; it causes their paralysis by blocking the neuro-muscular
ransmission. On C. elegans, about 50% dead worms are
bserved after 5 days of contact (Fig. 3F), which is in good agree-
ent with the semi-quantitative data of Simpkin and Coles [5].
.1. Conclusion and perspectives

The proposed model appears suited to detect helminticide
ctivities and is appropriate for in vitro screening with rea-

[
[
[

1 (2007) 1886–1892 1891

onable throughputs. Its combination with a test for paralysis
e.g. measurement of the capacity of the worms to cross a fil-
ering membrane) [26] would give a versatile test to detect most
f anthelmintic compounds, most precisely nematicide com-
ounds.

Studies have shown that there are many remarkable simi-
arities between Ascaris and C. elegans, for example in the
otoneural system and enzymatic equipment (e.g. isocitrate

yase) [27]. It is thus possible to use C. elegans as a model
o further investigate the mode of action of anthelmintics.

The resistance of some nematodes to anthelmintics is receiv-
ng increasing attention and a model system for predicting resis-
ance would be useful. As mutants of C. elegans are easy to
evelop and maintain [28], the conception and/or selection of
rug-resistant mutants for use in such a test system as described
ere would make it possible to investigate agents effective on
esistant parasites or capable of reverting the drug resistance. As
. elegans can be easily stored in liquid nitrogen [11] a battery
f mutants readily available for testing resistance to any new
rug being developed is foreseeable.
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bstract

A �-bis(tridentate) ligand named 2-phenyl-1,3-bis[3′-aza-4′-(2′-hydroxyphenyl)-prop-4-en-1′-yl]-1,3-imidazolidine (I) has been synthesized
nd scrutinized to develop iron(III)-selective sensors. The addition of sodium tetraphenyl borate and various plasticizers, viz., chloronaphthalene,
ioctylphthalate, o-nitrophenyl octyl ether and dibutylphthalate has been used to substantially improve the performance of the sensors. The
embranes of various compositions of the ligand were investigated and it was found that the best performance was obtained for the membrane

f composition (I) (10 mg):PVC (150 mg):chloronaphthalene (200 mg):sodium tetraphenyl borate (9 mg). The sensor showed a linear potential
−6 −1 −6
esponse to iron(III) over wide concentration range 6.3 × 10 to 1.0 × 10 M (detection limit 5.0 × 10 M) with Nernstian slope (20.0 mV/decade

f activity) between pH 3.5 and 5.5 with a quick response time of 15 s. The potentiometric selectivity coefficient values as determined by match
otential method (MPM) indicate excellent selectivity for Fe3+ ions over interfering cations. The sensor exhibits adequate life of 2 months with
ood reproducibility. The sensor could be used in direct potentiometry.

2006 Elsevier B.V. All rights reserved.
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. Introduction

It is well known that iron is an essential nutrient which is
ital to the processes by which cell generates energy. It provides
fundamental structure of hemoglobin, myoglobin, haemen-

ymes and many cofactors involved in enzyme activities. The
ron can also be damaging when it accumulates in the body caus-
ng haemochromatosis. The fact that too little or too much of a
utrient is detrimental seems particularly apropos for iron. Thus,
he need for quantification of iron in clinical, medicinal, envi-
onmental and industrial samples has led to a number of methods
or its measurement [1–3] and one of these methods which offers
imple, rapid and reliable tool is ion-selective sensors. However,
ery few Fe(III)-selective sensors which offer simple, rapid and
eliable analytical tool have been reported [4–9]. Out of these
lectrodes some are based on chalcogenide glass system [4,9]
nd other are plasticized polymeric electrodes [5–8]. Former
nce are problematic due to their quirky and poorly understood

nterfacial chemistry. PVC-based sensors are preferred once as it
s possible to optimize the composition to yield high selectivity.
urther, they are amenable to miniaturization.

∗ Corresponding author. Tel.: +91 1332 285801; fax: +91 1332 285043.
E-mail address: vinodfcy@iitr.ernet.in (V.K. Gupta).
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tentiometry

As the reported sensors are not yet highly selective and sen-
itive, it is still desirable to look for new ionophore for prepar-
ng Fe3+ sensor. Amongst various materials that can be used
or this purpose, Schiff bases are an important group, as they
re known to form strong complex with transition metal ions
10,11]. Although a lot of work on the synthesis, characteri-
ation and crystalline structures of the metal–salen complexes
ave been reported, but only limited salen molecules were used
s ionophore in ISEs [12–15]. An iron-selective electrode based
n a Schiff base was reported by Mashhadizadeh et al. [6] but
he electrode showed a super Nernstian response. We have there-
ore looked at the possibility of using Schiff base as ionophore
or preparing Fe3+ sensor. For this purpose, we have explored
number of Schiff bases reported in the literature as ionophore

or preparing Fe3+-selective sensor. Our results have indicated
hat PVC-based membrane of �-bis(tridentate) ligand works as
ood Fe3+ sensor and the results are reported in the present
anuscript.

. Experimental
.1. Reagents

All reagents were of analytical grade and used without further
urification. High molecular weight poly(vinyl chloride) (PVC),
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ldrich, USA; sodium tetraphenylborate (NaTPB) and ben-
aldehyde, BDH (UK); dibutylphthalate (DBP) and dioctylph-
halate (DOP), Reidel (India); chloronaphthalene (CN), Merck
Germany); o-nitrophenyl octyl ether (NPOE), Acros Organ-
cs (Belgium); triethylenetetramine, G.S. Chemical Lab (India);
alicylaldehyde, CDH (India) were used as obtained. Analyti-
al reagent-grade tetrahydrofuran (THF), nitric acid and sodium
ydroxide were obtained from Ranbaxy, India. Solutions of
etal salts (nitrates) were prepared in double-distilled water.
orking solutions of different concentrations were prepared by

iluting 0.1 M stock solutions.

.2. Apparatus and potential measurements

The potential measurements were carried out at 25 ± 0.1 ◦C
n digital pH meter/millivoltmeter (Toshniwal Inst. Mfg. Pvt.
td., India). pH measurements were made on a digital pH meter

LabIndia pH Conmeter, India; glass electrodes as pH electrode
nd calomel electrodes as reference electrodes). Elementar Vario
L III CHN analyzer was used for CHN analysis of the synthe-
ized ligand and FT-IR was taken by Thermo Nicolat FT-IR
pectrometer.

The electrode potential (EMF) measurements were per-
ormed at 25 ◦C using the following electrochemical cell system.
p
p
p
t

1 (2007) 1964–1968 1965

Metal salt solution (1.0 × 10−1 M) was taken as internal
olution and all standard or test solutions (1.0 × 10−6 to
.0 × 10−1 M) were prepared by successive dilution. The per-
ormances of electrodes were accessed by measuring the poten-
ials of the test solutions from low (1.0 × 10−6 M) to high
1.0 × 10−1 M) concentration or vice versa, stirred with mag-
etic stirrer.

.3. Synthesis of the ligand

The ligand was synthesized as per reported procedure [16].
hus, a methanolic solution of triethylenetetramine (1.46 g;
.01 mol) (5 mL) was added dropwise to a solution (15 mL) of
alicylaldehyde (2.44 g; 0.02 mol) in methanol with continuous
tirring at room temperature. After 10 min, a methanolic solu-
ion (5 mL) of benzaldehyde (1.05 g; 0.01 mol) was added to the
revious yellow solution and continued the stirring for 3 h. The
olvent was evaporated in air. The yellow solid was separated by
ltration and washed thoroughly with hexane and water. Yield

s 60%, m.p. 85–87 ◦C. Anal. Calc. for C27H30N4O2: C, 73.23:
, 6.83: N,12.65. Found: C, 73.93: H, 6.73: N, 12.62. IR (cm−1,
Br disk): �(phenolic OH) 3444.27 (w): �(C N) 1628.98 (s);
(phenolic C–O) 1272.86 (s); �(CH2) 859.81 (m); �(aromatic
H) 761.31 (s).

.4. Membrane preparation

The method reported by Craggs et al. was adopted for the

reparation of membranes [17]. A number of membranes incor-
orating ligand, anion excluder and plasticizer in different com-
ositions in PVC matrix were fabricated. Varying amounts of
he ligand and an appropriate amount of PVC were dissolved in
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minimum amount of THF. The solutions thus obtained, after
omplete dissolution of various components, were poured into
crylic rings placed on a smooth glass and allowed to evaporate at
oom temperature. After 24 h, transparent membranes of 0.5 mm
hickness were obtained which were then cut to size and attached
o a Pyrex tube with Araldite. Further, the membranes were equi-
ibrated with corresponding metal salt solution for which the

embrane is selective. The ratio of various membrane ingre-
ients, time of contact and the concentration of equilibrating
olution were optimized first so that the membranes develop
eproducible, stable and noiseless potentials. Besides these,
ome membranes containing only PVC (blank membranes) were
lso prepared in order to account for any background poten-
ial being generated because of the binder. During non-usage,

embranes were stored in 0.1 M salt solution to avoid drying,
racking and poisoning.

.5. Sample preparation

E-ZIF capsules were dissolved in concentrated nitric acid
y gentle warming and filtered off. The resulting solution was
iluted to 500 mL in a volumetric flask. Standard solutions were
repared by appropriate dilution with double-distilled water.

. Results and discussion

.1. Potentiometric response

The principle of the working of PVC-based membranes
s selective recognition by the incorporated carrier via com-
lex formation with the analyte ion. It is reported that the �-
is(tridentate) ligand form strong complexes with iron(III) [16],
hus heterogeneous membranes of 2-phenyl-1,3-bis[3′-aza-4′-
2′-hydroxyphenyl)-prop-4-en-1′-yl]-1,3-imidazolidine (I) and
VC matrix in different ratios were fabricated and equilibrated

n 0.5 M Fe3+ solution for 3 days to obtain stable potentials. The
otentiometric response characteristics of the membrane sen-
ors were carried out with a fixed concentration of 1.0 × 10−1 M
e3+ as internal solution and varying the Fe3+ concentration

n test solutions in the range of 1.0 × 10−6 to 1.0 × 10−1 M.
hen potentials determined as a function of Fe3+ ions in test

olutions were plotted against the logarithm of the activity of
e3+ as shown in Fig. 1. From these plots working concen-

ration range and slope were calculated for each membrane
nd are summarized in Table 1. It was observed that mem-

b
b
a
(

able 1
omposition and response characteristics of Schiff base ligand (I)-based membrane e

embrane/sensor no. Composition of the membrane (w/w, mg)

(I) PVC CN DOP NPOE DBP

10 150 – – – –
10 150 200 – – –
10 150 – 200 – –
10 150 – – 200 –
10 150 – – – 200
arying concentrations of Fe3+ ions (1) without plasticizer; (2) with CN; (3)
OP; (4) NPOE; (5) DBP.

rane which contained only the ligand (I) and anion excluder
aTPB in PVC matrix (sensor no. 1) in the ratio 10:150:9

I:PVC:NaTPB) (w/w, mg) exhibited a working concentration
ange of 1.0 × 10−4 to 1.0 × 10−1 M of Fe3+. The sensor has

super Nernstian slope of 30.0 mV/decade of activity. It is
ell documented that plasticizers used also influence selectiv-

ty and sensitivity of ISEs. Hence, various membranes doped
ith different plasticizers, viz., DOP, DBP, CN and NPOE
ave been prepared and studied their response characteristics
o see the effect of these plasticizers. The optimum compo-
ition with response characteristics of these membranes are
isted in Table 1 and showed in Fig. 1. As evident from Fig. 1
nd Table 1, the addition of plasticizers showed a marked
mprovement in the working concentration range of the sensors
xcept DOP. The working concentration range is widened to
.3 × 10−6 to 1.0 × 10−1, 8.9 × 10−5 to 1.0 × 10−1, 5.0 × 10−5

o 1.0 × 10−1 M with the addition of CN, NPOE and DBP,
espectively, while there is no change in concentration range by
dding DOP. The limit of detection for sensor no. 2 is calculated
rom the intersection of the two extrapolated segment of the cali-
ration curve (Fig. 1) and is found to be 5.0 × 10−6 M. Since the

est response characteristics, i.e. working concentration range
nd slope were exhibited by the membrane with plasticizer CN
sensor no. 2), the same was chosen for further studies. This

lectrodes selective to Fe3+

Working concentration
range (M)

Slope (mV/decade
of activity)

Response
time (s)

NaTPB

9 1.0 × 10−4 to 1.0 × 10−1 30.0 60
9 6.3 × 10−6 to 1.0 × 10−1 20.0 15
9 1.0 × 10−4 to 1.0 × 10−1 33.0 45
9 8.9 × 10−5 to 1.0 × 10−1 25.0 30
9 5.0 × 10−5 to 1.0 × 10−1 26.0 20
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Fig. 3. Effect of pH on potential; [Fe3+] = 1.0 × 10−4 M for sensor no. 2.

Table 3
Performance of Fe(III)-selective sensor (no. 2) in non-aqueous media

Non-aqueous
content (%, v/v)

Slope (±0.5 mV/decade
of activity)

Working concentration
range (M)

0 20.0 6.3 × 10−6 to 1.0 × 10−1

Methanol
10 20.0 6.3 × 10−6 to 1.0 × 10−1

15 20.0 6.3 × 10−6 to 1.0 × 10−1

20 21.0 8.9 × 10−6 to 1.0 × 10−1

Ethanol
10 20.0 6.3 × 10−6 to 1.0 × 10−1

3

p
t

ig. 2. Dynamic response time of the optimized Fe3+-selective sensor for
tep changes in concentrations of Fe3+: (a) 1 × 10−5 M; (b) 5 × 10−5 M; (c)
× 10−4 M; (d) 5 × 10−3 M; (e) 5 × 10−2 M.

ensor gave a standard deviation of ±0.1 mV in the observed
alues of potential in working concentration range from square
t line.

.2. Response and lifetime

The response speed has a great effect in determining the sen-
or usability in batch measurements and in flow systems. The
ynamic response time is a continuous record of the response,
hich can easily be made from the initial, conditioning in the

upporting solution through stepwise additions encompassing
everal orders of magnitude of concentration [18]. The dynamic
esponse time for the proposed membrane sensor is depicted in
ig. 2 and mentioned in Table 1. As observed from Fig. 2 the
esponse time for the proposed sensor is 15 s (sensor no. 2).

Performing calibrations periodically with standard solutions
nd calculating the response and slope over the range 1.0 × 10−6

o 1.0 × 10−1 M Fe3+ solution, worked out the lifetime of the

ensor. It was found that the sensor worked well over a period
f 2 months with good reproducibility and standard deviation
f ±0.1 mV in the observed values of potential in working con-
entration range from square fit line.

able 2
electivity coefficient KPot

A,B values for Fe(III)-selective sensor as obtained by
atch potential method (MPM) for various interfering ions

nterfering ion (B) Selectivity coefficient −logKPot
A,B

a+ 3.4
+ 3.7
i+ 3.5
d2+ 3.2
u2+ 2.6
o2+ 2.8
i2+ 3.0
b2+ 3.2
n2+ 3.1
l3+ 3.0
r3+ 2.5

C
t
t

K

a
i

T
Q
w
(

S

E
H
W
S

15 20.0 6.3 × 10−6 to 1.0 × 10−1

20 21.5 1.0 × 10−5 to 1.0 × 10−1

.3. Potentiometric selectivity

The response characteristics of the sensors were examined in
resence of various foreign ions in order to examine the selec-
ivity. The match potential method (MPM) of Gadzekpo and
hristian [19] was used to determine the potentiometric selec-

ivity of the sensor. The selectivity coefficient KPot
A,B is given by

he expression:

Pot a′ − aA �aA

A,B = A

aB
=

aB

nd is determined by measuring the change in potential upon
ncreasing by a definite amount the primary ion activity from

able 4
uantification of iron(III) in pharmaceutical dosages, Hindon river water,
astewater and standard solution (AAS) by using AAS and Fe3+ sensor

no. 2)

amples Potentiometrya AASa

-ZIF (mg per capsule) 48.0 ± 0.50 49.0 ± 0.20
indon river water (ppm) 8.45 ± 0.05 8.50 ± 0.05
astewater (ppm) 10.21 ± 0.02 10.21 ± 0.04

tandard solution (AAS) (ppm) 8.00 ± 0.05 8.05 ± 0.01

a Number of samples = 5.
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Table 5
Comparison of proposed Fe(III)-selective sensor with reported sensors

Working concentration range (M) pH range Slope (mV/decade) Selectivity Response time (s) Lifetime (months) Ref.

3.5 × 10−6 to 4.0 × 10−2 4.5–6.5 28.5 Good 15 2 [6]
1 Ver
6 Ver
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[

[

[

.0 × 10−6 to 1.0 × 10−2 1.3–3.5 60.0

.3 × 10−6 to 1.0 × 10−1 3.5–5.5 20.0

n initial value of aA to a′
A and aB represents the activity of

nterfering ion added to same reference solution of activity aA
hich brings about same potential change. In the present studies

A and a′
A were kept at 3.0 × 10−5 and 8.0 × 10−5 M Fe3+ and

B was experimentally determined. The selectivity coefficient
alues determined for various interfering ions are presented in
able 2. It is clear from Table 2 that the proposed sensor is
elective for Fe3+ over many mono-, di- and trivalent cations.

.4. Effect of pH and non-aqueous solutions

The pH dependence of the membrane potentials was tested
ver the pH range 2.5–6.0 for 1.0 × 10−4 M Fe3+. The pH was
djusted with hydrochloric acid and sodium hydroxide. Fig. 3
epicts that the pH dependence of the potentials is insignificant
n the pH range 3.5–5.5. The constancy of the potential indi-
ates that Fe3+ not getting hydrolyzed in significant amount and
emains as main species. The performance of the sensor sys-
em was also investigated in partially non-aqueous media using

ethanol–water and ethanol–water mixtures. The membranes
o not show any appreciable change in working concentration
ange or slope in mixtures up to 15% (v/v) non-aqueous con-
ents (Table 3). Above this, developed potential showed an erratic
ehavior. This may be due to leaching of the ionophore in organic
edium.

. Analytical applications

In order to test the analytical applicability of the proposed
ensor system, it has been applied for the determination of iron
n pharmaceutical dosages, Hindon river water, wastewater and
tandard solution (AAS) by direct potentiometry using the cal-
bration graph. The data obtained by potentiometry are in good
greement with that obtained by AAS (Table 4).
. Conclusions

It may be concluded that the �-bis(tridentate) ligand (I) has
een used successfully to develop a Fe(III)-selective sensor with

[

[

[

y good 25 2 [8]
y good 15 2 Proposed sensor

wide concentration range 6.3 × 10−6 to 1.0 × 10−1 M and
ernstian slope. On comparing the proposed sensor (Table 5)
ith some reported sensors, we find that the present sensor is
etter than the recently reported sensors in terms of slope [6,7,8],
electivity [7] and pH range [8]. The sensor could be used in
irect potentiometry.
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bstract

This study describes a flexible approach that allows us to characterize the long-term stability of antioxidants by using a thermodynamically
xtended Arrhenius equation. We use retinol, Vitamin A, as a model antioxidant and its degradation behaviors are characterized for both stabilized
nd non-stabilized systems; in this study, by using a fluid bed technique, we immobilize the retinol in lipid particles, thus increasing its thermal

tability in complex formulations, such as aqueous polymer gels and emulsions. Our approach demonstrates that the degradation behaviors of the
etinol show a functional relationship with temperature and time, which makes it possible to use the Arrhenius approach. This result allows us to
recisely characterize the stability of antioxidants in complex formulations for long time.

2006 Elsevier B.V. All rights reserved.
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. Introduction

It has been known that as aged, drugs are usually loosing their
riginal activity or performance. In many practical applications,
his makes product characteristics escape from the required spec-
lations, such as potency, performance, and discoloration [1,2].
ypically, this degradation behavior follows a specific pattern
epending on the kinetics of the chemical reaction: zero-, first-,
nd second-order reactions [3–5]. The relationship between the
egradation rate and time determines the order of the reaction
6–9].

By measuring the degradation rate at given conditions and
ubsequently correlating it with normal conditions, we can esti-

ate the stability of drugs; the degradation rate is influenced by

everal variables, including humidity, pH, and pressure. Current
echniques often use temperature, because temperature is the

∗ Corresponding author. Tel.: +1 617 496 0472; fax: +1 617 496 3088.
E-mail address: jwkim@deas.harvard.edu (J.-W. Kim).
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iors; Fluid bed technique

ost common acceleration factor for changing chemical and
hysical properties of chemicals, pharmaceuticals, and biolog-
cal products [10–13]. Since reaction kinetics were established
y means of differential thermal analysis [10], the relationship
etween the temperature and degradation rate has been charac-
erized by using the Arrhenius equation: K = Ae−E/RT, where K is
he observed rate constant, E the activation energy, R the gas con-
tant, T the absolute temperature, and A is the pre-exponential
actor.

This Arrhenius equation allows us to characterize the pat-
ern of drug degradation. In fact, related to it, remarkable pro-
resses have been made in the field of pharmaceuticals [14–17].
owever, some applications, such as foods and cosmetics,
sually consist of heterogeneous complex phases: emulsions,
els, and colloidal suspensions. These complex formulations
ay have many factors that are critical for the stability of
he active materials inside. Therefore, we need to establish
generalized process that can quantitatively characterize the

egradation of the active materials in such complex formula-
ions.
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ig. 1. (A) A molecular schematic for the degradation of a retinol molecule. Ac
eld (B) and polarized (C) microscope images for the DSPC particles produced

he layer of DSPC.

In this paper, we report a flexible and robust approach that
llows us to precisely characterize the degradation of active
aterials, antioxidants, by using a thermodynamically extended
rrhenius equation. We used retinol, Vitamin A, as a model

ntioxidant. Retinol tends to easily reform by thermal isomer-
zation process (see Fig. 1A) [18–20]. For more systematic char-
cterization, we observe the retinol degradation in non-stabilized
nd stabilized systems, respectively. In the non-stabilized sys-
em, the retinol is just dissolved in a solvent, methanol; by
ontrast, in the stabilized system, we load the retinol molecules
n lipid particles of micrometer size scales, increasing the ther-

al stability by means of the immobilization effect [21–24].
hen, we demonstrate the applicability of the extended Arrhe-
ius equation for characterizing the long-term stability of the
etinol in complex formulations.

. Experimental methods

To measure the long-term stability of the retinol in the com-
lex formulations, we designed a retinol-stabilized system. In

his case, we prepared lipid particles that encapsulate the retinol
y using a fluid bed technique (GPCG-1, Glatt, Germany)
25–28]. Sugar seed particles (500 g) (70 mesh, dn = 210 �m,
nternational Product & Service, Italy) were loaded in the

1
T
h
9

ll-trans-retinol is deformed by thermal isomerization to 13-cis-retinol. A bright
the fluid bed technique. The DSPC particles contain 2 wt% all-trans-retinol in

hamber. Retinol (20 g, Retinol-50C, BASF, Germany) and
SPC (430 g, 98% purity, 1,2-distearoylphosphatidylcholine,
ipoid GmbH, Germany) were dissolved by 10 wt% in an
thanol/methylene chloride (50/50, w/w) solution. Then, the
olution was fed into the chamber of the spray coater with the
eed rate of 10 g/min. Continuously, the surface of lipid particles
as protected physically by coating with another thin layer of

hallac (50 g, Opaglos GS-2-0401, Colorcon). A 10 wt% shal-
ac solution prepared by dissolving in ethanol was fed again into
he chamber with the feed rate of 10 g/min. During the coating
rocess, air inlet temperature and air outlet temperature were
ontrolled at 70 and 40 ◦C, respectively. Microscope observation
or the produced lipid particles showed that they have ∼30 �m
ipid layers (Fig. 1B and C).

The lipid particles were uniformly dispersed in an aqueous
el or an oil-in-water (O/W) emulsion. The aqueous gel with
he lipid particles was prepared by adding them in a neutralized
olyacrylic acid (0.01 wt%, Carbopol 941, GoldSchmidt, Ger-
any). We also prepared a simple O/W emulsion containing the

ipid particles; the emulsion was prepared by homogenizing a

2.5 wt% oil mixture in water at 7.0 × l03 rpm for 5 min at 70 ◦C.
he oil mixture consisted of cetyl alcohol (4 wt%), stearyl alco-
ol (4 wt%), polyoxyethylene sorbitan monostearate (Tween-60,
.6 wt%), sorbitan stearate (Arlacel 60, 2.4 wt%), and liquid
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araffin (80 wt%). Then, the lipid particles were homogeneously
ispersed in the emulsion at room temperature. The viscosities
f these formulations were adjusted to ∼2.5 × 104 cps by tuning
he concentration of Carbopol 941. The concentration of retinol
n these formulations was controlled with ∼0.05 wt%. The for-

ulations were completely sealed in a plastic tube and stored at
our different temperatures: 25, 30, 37, and 45 ◦C.

We also tried to compare the degradation pattern of retinol
n a non-stabilized condition. In this case, we simply dissolved
.1 wt% retinol in methanol and stored at four different temper-
tures: 25, 30, 37, and 45 ◦C. Then, the stability of retinol was
easured for a given time.
To determine the concentration of retinol in the formulations,

e carried out HPLC measurements. First, we dissolved 1 g for-
ulation containing retinol in 100 ml methanol. Ultrasonic was

mparted to the diluted mixture for 20 min to completely dis-
olve retinol in methanol. Then, sample solutions were prepared
y filtering the diluted solutions with a sintered-glass filter (pore
ize ∼0.45 �m). The liquid chromatographic system used was a
P 1100 series. The chromatographic separation was achieved
y the use of a Nova-Pak® C18 column (3.9 mm × 150 mm,
aters). The flow rate of the carrier solvent composed of acetoni-

rile/water (97/3, v/v) was 1 ml/min. The detection wavelength
as set at 325 nm. The sample injection volume was 10 �l. In

his HPLC condition, the retinol was detected at the retention
ime of 2.7 min. The stability of the retinol, S0, was defined
y the percentage of the remaining concentration compared to
he initial concentration, S0(%) = [R]m/[R]0 × 100, where [R]m
s the measured concentration of retinol in the formulations and
R]0 is the initial concentration of retinol in the formulations.

. Results and discussion

To characterize the degradation behaviors of the retinol in
complex phase, we immobilize the retinol in the DSPC lipid
articles by using a fluidized bed technique and disperse them
n complex formulations an aqueous polymer gel and an O/W
mulsion. The immobilization improves the thermal stability of
he retinol. In our study, it is truly important to confirm whether
he degradation of the retinol molecules in the lipid particles
ollows the Arrhenius equation:

n S0 = ln S∞ + E

RT
, (1)

here S0 is the stability of retinol molecules (%), S∞ the infi-
ite stability of retinol molecules, E the activation energy of the
ystem, R gas constant, and T is temperature (K). To experimen-
ally confirm this basic requirement, we measure the stability of
he retinol in the aqueous gel with the temperature and storage
ime and rearrange as ln S0 versus 1/T, as shown in Fig. 2A.

e can observe that for given storage time, all ln S0 linearly
egress. All significance probability values, p-values for these

ttings are less than 0.05, which means the linear relationships
re confidential for the given data. This shows that the Arrhenius
pproach can be used for the characterization of retinol stability
ven in the aqueous gel formulation.

d
c
a

ig. 2. (A) Linear fitting of retinol stability with reciprocal temperature at four
ifferent storage times. (B) Functional relationship of retinol stability (closed
ircles) and activation energy (open circles) with storage time.

The slopes in Fig. 2A are the activation energies, and the
xtrapolation points to Y-axis are ln S∞. Using the relationships,
n S∞ versus time and E versus time, we are able to add a time
ariable, t. Then, ln S∞ and E can be empirically expressed as a
inear function of t, respectively:

n S∞ = s1 + s2t (2)

nd

= E1 + E2t, (3)

here s1 is the extrapolated stability corresponding to ln S∞ at
= 0, s2 the slope against t, E2 the extrapolated activation energy
orresponding to the activation energy at t = 0, and E2 is the
lope against t. The result is shown in Fig. 2B. It can be seen
hat both ln S∞ and E are linearly correlated with t. From this
esult, we can empirically obtain a thermodynamic equation for
he degradation of the retinal:

n S∞ = s1 + E1

RT
+
(
s2 + E2

RT

)
t. (4)
The applicability of this equation can be demonstrated by
etermining a thermodynamic criterion. The thermodynamic
riterion is determined as follows: the derivative [∂ ln S0/∂(1/T)]t

t a fixed t is (E1 + E2t)/R; the derivative [∂ ln S0/∂t]1/T
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Fig. 4. Characterization of long-term stability of the retinol by using the
extended Arrhenius equation, Eq. (4). The retinol stability is calculated at 25 ◦C
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ig. 3. Determination of thermodynamic criterion from the functional relation-
hips between (E1 + E2t)/R and storage time (A), and s2 + E2/RT and 1/T (B).
or these two fittings, p-values were 0.02, respectively.

∂ ln S0/∂t]1/T at a fixed temperature is s2 + E2/RT. Using these
wo derivatives, we can obtain the thermodynamic criterion:

∂2 ln S0

∂(1/T )∂t
= ∂2 ln S0

∂t∂(1/T )
= E2

R
. (5)

The values of (E1 + E2t)/R corresponding to the slopes of
ig. 2A are plotted as a function of time, as shown in Fig. 3A.
ikewise, ln S0 is represented against t and the slopes corre-
ponding to s2 + E2/RT are plotted again against 1/T, as shown
n Fig. 2B. The slopes in Fig. 3A and B correspond to E2/R in
q. (5). As a result, E2/R values taken from the slopes are 22.92
nd 22.98, respectively. These two E2/R values are almost iden-

ical. This result means that Eq. (4) satisfies the thermodynamic
riterion and is a state function of time and temperature.

This approach can be generalized by confirming the degrada-
ion of retinol in different complex formulations. To do this, we

c
t
t
t

able 1
arameters for the degradation of the retinol molecules in complex formulations

ystem Medium s1
a

on-stabilized Methanol 4.74 (0.3)
tabilized Polymer gel 4.61 (0.1)
tabilized Oil-in-water emulsion 3.55 (0.5)

a These values were empirically determined by using all the experimental data. Val
b These were taken by average from the two values that satisfy the thermodynamic
open squares) and 40 ◦C (open circles) in methanol, and at 25 ◦C (closed
quares) and 40 ◦C (closed circles) in DSPC particles in aqueous gels. The inset
s the comparison of the calculated stability to measured stability.

easure the stabilities of retinol in an O/W emulsion and apply
hem to the extended Arrhenius equation. All the parameters
btained are listed in Table 1. We can observe that the parame-
ers obtained from the OW emulsion are similar to those from the
queous gel. This means that once the retinol was immobilized
etween the lipid layers, its degradation pattern is independent
n the type of formulations.

Using the thermodynamic equation, we can estimate the long-
erm stabilities of the retinol. To compare the effect of stabiliza-
ion method, we carry out the same process for the non-stabilized
ystem in which the retinol is just aged in methanol solution.
e observe that in the non-stabilized system, ln S∞ also show a

inear relationship with t and 1/T with p = 0.01–0.05. The aver-
ge value of E2/R is 123.09. The parameters are summarized in
able 1. By combining these parameters with Eq. (4), we can
redict long-term stabilities of retinol, as shown in Fig. 4. The
egradation of the retinol is the first-order reaction with t. The
helf life, t50, defined as the time for the retinol to thermally iso-
erize to 50% from all-trans-retinol to 13-cis-retinol, is indeed

ependent on the temperature; for example, t50 of 25 ◦C is much
onger than that of 40 ◦C, which is ∼2.6 times at the stabilized
ystem and ∼7.6 times at non-stabilized system. The environ-
ent where the retinol molecules are located is also critical for
hanging their shelf life. In the DSPC particles, they show higher
50 than in methanol solution by ∼1.5 times at 25 ◦C and ∼4.5
imes at 40 ◦C, respectively, meaning that the immobilization of
he retinol between lipid layers changes the activation energy of

s2 E1/R E2/Rb

−0.42 −41.07 123.09
−0.08 0.038 22.95

0.01 0.020 30.05

ues in parenthesis are in percent.
criterion.
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he degradation reaction. The non-stabilized system has a lower
alue of E1/R than the stabilized system, causing the retinol to
eform more easily in the methanol. This result suggests that the
tabilization method is important and plays a role in determining
he activation energy which is closely related to the degradation
ehaviors of the retinol molecules.

In this study, we compare the calculated stability to mea-
ured stability to confirm the applicability of this thermodynamic
pproach. As shown in the inset in Fig. 4, the stability of the
etinol calculated by using Eq. (4) shows a good agreement to
he measured stability for a long storage time. This demonstrates
hat a thermodynamic approach correlated with the Arrhenius
quation can be used for the quantitative characterization of
ntioxidant degradation behaviors in the complex formulations.

. Conclusions

We describe an Arrhenius equation-based thermodynamic
pproach for quantitatively characterizing the degradation pat-
erns of antioxidants in a complex formulation. We show that the
egradation behaviors of antioxidants have a functional relation-
hip with both temperature and time. Based on this result, we
hermodynamically extend the Arrhenius equation, which will
llow us to estimate the long-term stability for a variety of active
aterials, such as enzymes and peptides. Furthermore, since we

nderstand the relationship between the thermal stability and
ctivation energy, this approach is expected to provide a useful
eans that we can characterize the stability of active materials

ven in a wide variety of complex formulations.
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bstract
A system was proposed to remove the upper mass limitation of mass spectrometry. In present study, ultra large molecules were separated in the
as phase by mass analyzer after electrospray ionization. Instead of conventional detection with electron multiplier, a laser-induced-fluorescence
etection scheme was applied. The instrument sensitivity is independent of molecular weight, but related to the spectroscopic properties of the
uorophores presented by the large biomolecules.
2007 Published by Elsevier B.V.
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. Introduction

With the introduction of matrix assisted laser desorp-
ion/ionization (MALDI) and electrospray ionization (ESI)
ources, mass spectrometry has emerged as an important bio-
esearch tool due to its high accuracy, resolution, sensitivity and
hroughput [1]. Mass spectrometry has been used not only to
dentify proteins and their sequences, but also to study geno-
yping, non-covalent interaction and conformational structure.
lthough over mega-Dalton polymer ions can be generated in

he MALDI source, the signal detected was very weak [2]. The
opular ESI is a soft ionization technique and non-covalent
onds can be preserved during the ion formation process. Intact
ons of large DNA fragments (>108 Da) have been generated
y ESI [3]. However, ions generated in ESI source possess
ultiple charges; the intricate spectra are hard to resolve if
everal species are presented. This problem can be solved by
xposing the electrospray generated aerosol to a neutralizing
as containing high concentration of bipolar ions, which can

∗ Corresponding author. Present address: Department of Chemistry, Xiamen
niversity, Xiamen 361005 China.

E-mail address: weihang@xmu.edu.cn (W. Hang).
1 Present Address: Department of Chemistry, Xiamen University, Xiamen
61005, China.
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; Mass spectrometry

ffectively reduce the multiply charged ions to singly charged
ons [4].

Despite the viability of generating over-mega-Dalton ions in
he ion sources, most of the mass analyzers, such as quadrupole,
ector, and ion trap have limited mass detection range (nor-
ally several kilo-Dalton). Fourier transform ion cyclotron

esonance (FTICR) mass spectrometry has the potential for
arge ion detection, but instrument cost can easily escalate to

ultimillion-dollar price tag. Time-of-flight mass spectrome-
ry (TOFMS), like FTICR, has no theoretical upper mass limit.
OFMS exhibits fast response time, high transmission rate and
imple design. Its mass precision can be lower than 10 ppm,
hich is at least 3 orders of magnitude higher than that offered by

hromatographic–electrophoretic techniques. However, in prac-
ice, the upper mass range of TOF systems is limited by the
esponse (or more precisely, the lack of response) of the detec-
or. Studies conducted by Larson et al. [5] showed that the signals
etected for large molecules were very weak because their veloc-
ty were too low to initiate electron cascades on the microchannel
late (MCP) detector. Current state-of-the-art mass spectrometry
or high molecular weight detection is limited to 100–200 kDa.
Some attempts have been made for mega-Dalton molecule
etection in the gas phase. A novel charge detection device
as been used to measure ultra large molecules [6], provided
he first mass measurement of intact viruses with mega-Dalton
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ass weight [7]. Gas phase electrophoretic mobility spectrome-
er has also been applied successfully by several research groups
or large molecule detection, including large proteins, protein
omplexes and viruses [8–10].

In present study, we propose an alternative approach for the
etection of ultra large molecules by using laser induced fluo-
escence (LIF) detection upon their gas phase separation in mass
pectrometry. LIF has been widely used for biomolecule detec-
ion even down to single molecule level [11]. This technology is

ainly used for molecule detection in liquid environment. Here,
e adopt LIF detection scheme for the detection of gas phase

ons after mass spectrometry separation.

. Experimental

Proof-of-principle experiment was carried out using elec-
rospray source, ion mobility spectrometer and fluorescence
etection cell, as shown in Fig. 1. A commercial electrospray ion
ource with charge reduction device (Model 3480, TSI, Shore-
iew, MN) was used in the experiment. The electrospray pushes
harged liquid solution through a capillary tube and exerts an
lectrical field on the liquid at the capillary tip. The electri-
al field pulls the liquid from the capillary, forming individual
roplets. Air and CO2 mixed with the droplets evaporate the
iquid. Multiply charged ions go through charge reduction pro-
esses, most of them are neutralized, small amount of them
ecome singly charged [8]. A radioactive source (Po-210) was
sed for charge reduction. The ion mobility spectrometer (model
936, TSI), featuring a scanning electrophoretic differential
obility analyzer, was used in the experiment. It provides size

eparation and analysis of macromolecules (interpretable as a
ass spectrum). The size parameter provided is the electrical
obility diameter, related to the collision cross section of the

acro-ion in the flow of gas.
Macromolecules separated by the ion mobility spectrometer

ow into an in-house built fluorescence detection cell. In this
evice, macromolecules flow through a stainless steel tubing

ig. 1. Schematic diagram of laser induced fluorescence time-of-flight mass
pectrometer.
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f 3 mm o.d.. A laser beam (488 nm, 100 mW, model Innova-
0, Coherernt, Santa Clara, CA) passes along the axis of the
ubing as the excitation light. An optical fiber (Model P600-2-
IS-NIR, Ocean Optics, Dunedin, FL) and collimate lens collect
uorescence and scattering lights to a simple monochromator.
cattering laser light is filtered out by the monochromator, only

he fluorescence near 560 nm is detected by the PMT. The exit
f the detection cell links to a standard condensation particle
ounter (model 3025A, TSI). Signal from the particle counter
as used for comparison with the signal from the fluorescence
etection cell.

Fluorescent microspheres were used to act as the dyed
ltra large molecules. TransFluoSpheres® carboxylate-modified
icrospheres of 0.04 �m in diameter (about 25 mega-Dalton, T-

864) and 0.1 �m (about 240 mega-Dalton, T-8872, Invitrogen,
arlsbad, CA) were selected. According to the data sheets, both
icrospheres have excitation and emission wavelengths of 488

nd 560 nm in the liquid phase, respectively. Sample solutions
ere prepared in 20 mM ammonium acetate with a concentration
f 1 �g/ml.

. Results and discussion

The selection of excitation and emission wavelengths of 488
nd 560 nm was based on previous investigations by several
roups [12–14]. Those studies for characteristic wavelengths
ere carried out in the gas phase. At the atmospheric pressure,
o matter with the MALDI source [12] or electrospray ioniza-
ion source [13], studies showed that the excitation and emission
pectra of the fluorophores are close to those in the solution. Even
nder high vacuum, fluorescence signals could still be acquired
ith the emission wavelengths similar to their emission in liq-
id phase [14]. In our experiment, the excitation wavelength was
xed by argon laser at 488 nm. The maximum fluorescence sig-
al was obtained near 560 nm by scanning the monochromator.

As shown in Fig. 2, experiment result clearly demonstrates
he feasibility of laser induced fluorescence detection in the gas
hase after mass separation. With particle counting detector, sig-
al of 40- and 100-nm microspheres are observed. Other than
hese two desired peaks, a small peak representing 65-nm micro-
pheres is also shown in the spectra. This peak was observed only
f the 100-nm microspheres run through the system, which indi-
ates that the 100-nm microsphere sample could contain minus
mount of 65-nm microspheres. When fluorescence detection
as applied, signal obtained from 40-nm microspheres was
eaker than that from the 65-nm microspheres. Signal from the
00-nm microspheres was so large that saturated the PMT detec-
or. This phenomenon is within our expectation because larger

olecules will have more sites available for fluorophore conju-
ation and consequently yield stronger fluorescence signal. This
haracteristic is different from the normal electron-multiplier
ype detector of the mass spectrometer, in which larger ions
ield lower signals due to their slower speeds. Therefore, with

uorescence detection scheme, the sensitivity of the instru-
ent increases with the molecular weight if larger molecules

ave more binding sites available and more fluorophores are
ound. The ion mobility spectrometer used in our experiment
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ig. 2. Spectra of fluorescent microspheres from particle counter (dash line) and
uorescence detector (solid line).

as designed for measuring particles with the size from 2.5
o 1000 nm. Therefore, the transmission efficiency in the range
rom 40 to 100 nm should be quite even. Its transmission effi-
iency shall not cause significant mass discrimination to affect
he sensitivity of the detection in our experiment.

. Conclusion and outlook

Although an ion mobility spectrometer offering low reso-
ution spectra was used in this study, LIF detection scheme
an be applied to any type of mass spectrometers, as long as
ntact ions of sample-dye complexes can be generated. With
his approach, the upper mass limit barrier in mass spectrometry
an be removed while maintaining high-resolution separation
nherent in mass spectrometry.

Exact mass of the large molecule can be determined if the
inding ratio of the fluorophore to molecule is known. The draw-
ack of the fluorescence detection scheme is that the binding
atio is not known in all cases. For example, for DNA frag-
ents, the binding ratios of commonly used intercalating dyes to
NA fragments are well characterized; but for protein, the ratios
re only roughly known. Nevertheless, fluorophores are small
olecules; their weight composes only a very small mass frac-

ion of the fluorophore-molecule complex. As a result, the mass
pectrometer with fluorescence detection scheme can still offer

[

[
[

2007) 2126–2128

olecular weight measurement of ultra large molecules. If high
esolution mass analyzer were used, its resolving power should
e much better than the resolutions from other techniques, such
s size exclusive chromatography [15], light scattering [16] or
apillary polyacrylamide gel electrophoresis [17].

Since the molecule excitation and fluorescence emission are
arried out in gas phase, background interferences due to Raman
cattering and Rayleigh scattering can be substantially reduced
ompared to the liquid phase. Also, there will be little collisional
uenching and background emission associated with fluorescent
mpurities which are usually encountered in the solvent. Further-
ore, the gain of the electron multiplier in MALDI-TOFMS is

imited by the saturation of matrix peaks. In our approach, only
hose molecules bound with fluorophores will have fluorescence.
herefore, signal can be acquired at the full potential of the pho-

on detector, and the spectra will be more explicit than that of
onventional mass spectrometer detector.
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maier, J. Mass Spectrom. 36 (2001) 1038.
[9] J.J. Thomas, B. Bothner, J. Traina, W.H. Benner, G. Siuzdak, Spectroscopy

18 (2004) 31.
10] K. Cottingham, Anal. Chem. 75 (2003) 452A.
11] N.J. Dovichi, J.C. Martin, J.H. Jett, M. Trkula, R.A. Keller, Anal. Chem.

56 (1984) 348.
12] T.W. Heise, E.S. Yeung, Anal. Chem. 64 (1992) 2175.
13] S. Zhou, A.G. Edwards, K.D. Cook, Anal. Chem. 71 (1999) 769.
14] A.A. Puretzky, D.B. Geohegan, Chem. Phys. Lett. 286 (1998) 425.

15] C.R. Cantor, P.R. Schimmel, Biophysical Chemistry, Part 2, Freeman WH,

New York, 1980.
16] S.E. Harding, K. Jumel, Curr. Protocols Protein Sci. 7 (1998) 1.
17] P.D. Grossmann, J.C. Colburn, Capillary Electrophoresis: Theory and Prac-

tice, Academic Press, New York, 1996.



A

2
t
w
a
s
r
C
l
m
©

K

1

t
b
i
[
i
v
t
T

n

0
d

Talanta 71 (2007) 1986–1992

Cation selectivity of ionophores based on tripodal
thiazole derivatives on benzene scaffold

Hong-Seok Kim a,∗, Dong-Hyun Kim a, Ki Soo Kim a, Jun-Hyeak Choi a,
Heung-Jin Choi a, Sung-Hoon Kim b, Jun Ho Shim c,

Geun Sig Cha c, Hakhyun Nam c,∗∗
a Department of Applied Chemistry, Kyungpook National University, Daegu 702-701, Republic of Korea

b Department of Textile System Engineering, Kyungpook National University, Daegu 702-701, Republic of Korea
c Chemical Sensor Research Group, Department of Chemistry, Kwangwoon University, Seoul 139-701, Republic of Korea

Received 31 July 2006; received in revised form 1 September 2006; accepted 1 September 2006
Available online 9 October 2006

bstract

The synthesis and potentiometric evaluation of new 1,3,5-tris(thiazolylcarbethoxy)-2,4,6-trimethylbenzene (3), 1,3,5-tris(thiazolylhydroxy)-
,4,6-trimethylbenzene (4), 1,3,5-tris(thiazolylmethyl)-2,4,6-trimethylbenzene (5), and 1,3,5-tris(thiazolylphenyl)-2,4,6-trimethylbenzene (6),
oward mono and divalent cations under various pH conditions are outlined. The ion-selective properties of the newly synthesized compounds
ere studied by measuring the potentiometric responses of the 3-, 4-, 5-, and 6-based membrane electrodes to alkali metal, alkaline earth metal,

mmonium, and transition metal ions, under various pH conditions. The 3-based electrode exhibited a Nernstian response to ammonium and potas-
ium under alkaline pH conditions, while the other three electrodes showed a poor potentiometric performance. All electrodes showed substantial
esponses to silver ion under acidic condition, but there was almost nil response to other transition metal ions (Fe2+, Co2+, Zn2+, Ni2+, Pb2+, Cd2+,

u2+ and Hg2+). The 3- and 5-based electrodes resulted in near Nernstian responses (51.3 mV and 59.5 mV/pAg+, respectively) with low detection

imits (∼100 ppt), while the 4- and 6-based ones showed sub-Nernstian below 40 mV/pAg+. The results were interpreted with semi-empirically
odeled structures.
2006 Elsevier B.V. All rights reserved.

c
m
[

r
t
[
a
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. Introduction

The design and research of artificial receptors for the selec-
ive recognition of metal ions has attracted increasing interest
ecause of its significant importance and potential application
n physiological, environmental, and supramolecular chemistry
1]. Silver (I) is one of the main transition metals used in
ndustries and drugs. Due to their antibacterial properties, sil-

er compounds have been used to disinfect potable water, and
hey have been used for dental and pharmaceutical purposes.
herefore, the design of Ag+-selective neutral carriers and the

∗ Corresponding author. Tel.: +82 53 950 5588; fax: +82 53 950 6594.
∗∗ Co-corresponding author. Tel.: +82 2 940 5246; fax: +82 2 942 4635.
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onstruction of ion-selective electrodes (ISEs) have attracted
uch attention regarding environmental and clinical analyses

2,3].
A benzene ring may be used as a small, rigid platform for

eceptor systems. Since McNicol discovered the preorganiza-
ion of functional groups in hexasubstituted benzene derivatives
4], benzene-based receptor molecules have been widely used
s building blocks for extended, well-defined molecular archi-
ecture and as a scaffold of synthetic receptors that show high
electivity toward cations, anions and organic molecules [5–12].
aymond et al. synthesized tripodal ionophores by attaching

hree catechol units to benzene and mesitylene and their cation
ffinity was evaluated [13]. They found that the binding con-

tant of 1,3,5-tris(catechol)mesitylene for Fe (III) is higher than
hat of the natural compound enderrobactin, which showed
niquely strong binding affinity toward Fe (III). This discov-
ry has led to the exploration of this benzene motif for cation
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Fig. 1. Structures of the newly-synthesized ionophores.

ecognition purposes. By incorporating heterocyclic units such
s pyrazol, indole, and pyridine into a benzene motif, complex-
tion studies with Pd(II) [14], Fe(II) [15,16], and Cu(I) [17]
ere performed. Kim et al. synthesized tris(pyrazol)benzene for

he recognition of NH4
+ and alkyl ammonium cations [18,19].

hey found that ion-selective electrodes using the immobi-
ized tris(pyrazol)benzene showed profound selectivity toward
H4

+ over Na+ and K+. Ahn et al. also studied the com-
lexities of alkylammonium cations by tris(oxazolin)benzene
11].

Various ionophores including calix[4]arenas [20–22], crown
ther derivatives [23–25], and steroidal tweezers [26] have been
sed for the selective detection of Ag+ ions by introducing soft
eteroatoms such as N and S, as an electron donor to metal
ations. In order to enhance their complexing cation selectivity,
any heterocyclic units such as pyridyl, bipyridyl, bithiazoloyl

ave been introduced into calixarene on their lower and upper
ims [20–22].

Recently, we have designed new neutral carriers that contain
hiazole moieties [27–31]. The ISEs based on solvent polymeric

embranes (plasticized PVC) doped with these ionophores,
xhibited large cation selectivity. To better understand the cation
ecognition mechanisms of these membranes, we synthesized
our different mesitylene-based receptors having tripodal thi-
zole units (compounds 3–6 in Fig. 1 and Scheme 1), and

repared those receptor-based membrane ISEs. In this paper,
e report their response characteristics to various mono and
ivalent cations (alkali metal, alkaline earth metal, transition
etal ions and ammonium), as well as our understanding of

s
w
b
[

Scheme 1. Synthetic procedure of
1 (2007) 1986–1992 1987

heir ion-recognition properties by the use of model structures
32].

. Experimental

.1. General

Melting points were determined using a Thomas–Hoover
apillary melting point apparatus (Thomas Scientific, USA). 1H
nd 13C NMR spectra were obtained using a Varian UNITY
nova 300WB FT-NMR Spectrometer (Varian Inc., Palo Alto,
SA) in CDCl3. Chemical shifts in the 1H NMR spectra were

eported using δ units downfield from the internal tetramethylsi-
ane. The IR spectra were measured with a Galaxy FT-IR 7000
pectrophotometer (Mattson Instrument, Madison, USA). Mass
pectra were recorded on a Shimadzu QP-1000 spectrometer
Shimadzu Scientific Instrument, Kyoto, Japan). Elemental anal-
ses were performed on a Calro Erba 1106 (CE Instruments,
illan, Italy) at the Center for Scientific Instruments, Kyung-

ook National University. TLC analyses were carried out on
erck silica gel 60F254 plates, visualized with a 254-nm UV

amp. For routine column chromatography, Merck silica gel
70–230 mesh) was used as the adsorbent (Merck, Darmstadt,
ermany, Art 7734). All anhydrous reactions were carried out
nder a nitrogen atmosphere. Solutions were dried over anhy-
rous sodium sulfate.

Mesitylene, sodium cyanide, lithium aluminum hydride,
thyl bromopyruvate, chloroacetone, and 2-bromoacetophenone
ere obtained from commercial chemical companies and used
ithout further purification. Solvents were obtained and dried
y usual laboratory techniques. Poly(vinyl chloride) (PVC)
nd bis(2-ethylhexyl) adipate (DOA) were purchased from
luka Chemie AG (Buch, Switzerland). 1,3-Bis[tris(hydroxy-
ethyl)methylamino]propane (Bis–tris propane) and 2-amino-

-(hydroxymethyl)-1,3-propanediol (Tris) were purchased from
igma (St. Louis, MO, USA). All other chemicals for ana-

ytical experiments were of analytical-reagent grade. Standard

olutions and buffers were prepared with freshly deionized
ater (18 M� cm). 1,3,5-Tris(cyanomethyl)-2,4,6-trimethyl-
enzene (1) was prepared by known literature procedure
5].

tripodal thiazole derivatives.
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.2. Synthesis

.2.1. 1,3,5-Tris(thioamidomethyl)-2,4,6-trimethylbenzene
2)

H2S gas was introduced to a mixture of 1 (500 mg,
.11 mmol) and triethylamine (10 mL) in a DMF (30 mL) at
oom temperature for 5 h with stirring. After the solvent was
emoved, the residue was crystallized with CH2Cl2 and hex-
ne to give 2 (550 mg, 77%). TLC, Rf 0.40 (100% EtOAc); mp
95–196 ◦C; IR (KBr) 3273, 3133, 1632, 1425, 1215, 951, 789,
21 cm−1; 1H NMR, δ: 8.99 (s, 3H, NH), 7.45 (s, 3H, NH),
.61 (s, 6H, ArCH2CSNH2), 1.65 (s, 9H, ArCH3); 13C NMR,
: 204.6 (CSNH2), 135.8, 130.2, 46.4, 15.7; Anal. Calcd. for
15H21N3S3: C, 53.06; H, 6.23; N, 12.38; S, 28.33; Found: C,
3.21; H, 6.03; N, 12.16; S, 28.16.

.2.2. 1,3,5-Tris[2′(4′-carbethoxythiazolyl)methyl]-2,4,6-
rimethylbenzene (3)

A mixture of 2 (1.0 g, 2.95 mmol) and ethyl bromopyru-
ate (1.9 g, 9.74 mmol) in dry EtOH (50 mL) was refluxed for
h. After the solvent was removed, the mixture was extracted
ith CH2Cl2. The organic layer was dried and concentrated.
he residue was chromatographed (elution with EtOAc:hexane,
:1) on silica gel to give 3 (1.69 g, 91%). TLC, Rf 0.50 (100%
tOAc); mp 219◦C (CH2Cl2–hexane); IR (KBr) 3097, 2982,
719, 1480, 1335, 1230, 1099, 1022, 777 cm−1; 1H NMR, δ:
.01 (s, 3H, ThzH), 4.54 (s, 6H, ArCH2Thz), 4.44 (q, J = 6.9 Hz,
H, ThzCO2CH2CH3), 2.29 (s, 9H, ArCH3), 1.42 (t, J = 6.9 Hz,
H, ThzCO2CH2CH3); 13C NMR, δ: 172.1, 161.3, 147.2, 136.5,
33.9, 127.1, 61.4, 34.8, 17.0, 14.2; MS, m/z: 627 (M+, 100),
94 (45), 512 (29), 494 (29), 470 (65), 300 (33); Anal. Calcd.
or C30H33N3O6S3: C, 57.39; H, 5.30; N, 6.69; S, 15.32; Found:
, 57.59; H, 5.34; N, 6.55; S, 15.43.

.2.3. 1,3,5-Tris[2′(4′-hydroxymethylthiazolyl)methyl]-
,4,6-trimethylbenzene (4)

LiAlH4 (115 mg, 3.01 mmol) was added to a solution of 3
317 mg, 0.50 mmol) in a dry THF (20 mL) in an ice bath.
he mixture was stirred for 6 h at the same temperature and
thyl acetate was added to the resulting mixture to destroy
xcess LiAlH4. After the solvent was removed, the residue was
xtracted with ethyl acetate. The organic layer was dried and
oncentrated. The residue was chromatographed (elution with
00% ethyl acetate) on silica gel to give 4 (190 mg, 75%). TLC,
f 0.21 (1:9, CH3OH:EtOAc); mp 184 ◦C (CH3OH–H2O); IR

KBr) 3420, 2920, 1628, 1464, 1385, 1127, 1026 cm−1; 1H
MR, δ: 7.08 (s, 3H, ThzH), 5.26 (bs, 3H, ThzCH2OH), 4.65 (s,
H, ThzCH2OH), 4.41 (s, 6H, ArCH2Thz), 2.29 (s, 9H, ArCH3);
3C NMR, δ: 170.5, 157.3, 135.4, 133.6, 113.4, 60.0, 34.2, 16.6;

S, m/z: 501 (M+, 100), 355 (26), 258 (30); Anal. Calcd. for
24H27N3O3S3: C, 57.46; H, 5.42; N, 8.38; S, 19.17; Found: C,
7.39; H, 5.68; N, 7.98; S, 18.96.
.2.4. 1,3,5-Tris[2′(4′-methylthiazolyl)methyl]-2,4,6-
rimethylbenzene (5)

A solution of 2 (214 mg, 0.63 mmol) and chloroacetone
292 mg, 3.16 mmol) in benzene (20 mL) was refluxed for 6 h.

m
e
N
o

1 (2007) 1986–1992

fter the solvent was removed, the residue was extracted with
H2Cl2. The organic layer was dried and concentrated. The

esidue was chromatographed (elution with EtOAc:hexane, 2:1)
n silica gel to give 5 (135 mg, 47%). TLC, Rf 0.28 (1:1,
tOAc:hexane); mp 138 ◦C (CH2Cl2–hexane); IR (KBr) 2919,
526, 1459, 1305, 1163, 1120, 719, 611 cm−1; 1H NMR, δ: 6.67
s, 3H, ThzH), 4.43 (s, 6H, ArCH2Thz), 2.43 (s, 9H, ThzCH3),
.30 (s, 9H, ArCH3); 13C NMR, δ: 170.7, 152.6, 136.0, 134.0,
12.9, 34.7, 17.1, 16.9; MS, m/z: 453 (M+, 100), 396 (22), 341
35), 242 (50), 229 (48), 112 (47); Anal. Calcd. for C24H27N3S3:
, 63.54; H, 6.00; N, 9.26; S, 21.20; Found: C, 63.16; H, 6.16;
, 8.95; S, 21.12.

.2.5. 1,3,5-Tris[2′(4′-phenylthiazolyl)methyl]-2,4,6-
rimethylbenzene (6)

A solution of 2 (204 mg, 0.60 mmol) and 2-bromo-
cetophenone (598 mg, 3.00 mmol) in benzene (20 mL) was
efluxed for 6 h. After the solvent was removed, the residue
as extracted with CH2Cl2. The organic layer was dried and

oncentrated. The residue was chromatographed (elution with
tOAc:hexane, 1:1) on silica gel to give 6 (161 mg, 42%). TLC,
f 0.56 (1:2, EtOAc:hexane); mp 102 ◦C (CH2Cl2-hexane); IR

KBr) 3064, 2918, 1601, 1489, 1296, 1148, 1071, 733 cm−1;
H NMR, δ: 7.87–7.90 (m, 6H), 7.32–7.44 (m, 9H), 7.30 (s,
H, ThzH), 4.56 (s, 6H, ArCH2Thz), 2.42 (s, 9H, ArCH3); 13C
MR, δ: 171.2, 155.5, 136.2, 134.6, 134.1, 128.7, 128.0, 126.3,
12.4, 34.9, 17.1; Anal. Calcd. for C39H33N3S3: C, 73.20; H,
.20; N, 6.57; S, 15.03; Found: C, 72.98; H, 5.13; N, 6.51; S,
5.20.

.3. Preparation of electrodes and their potentiometric
valuation

Ion-selective membrane cocktails [33,34] were prepared by
issolving a newly synthesized ionophore 1 wt%, PVC 33 wt%
nd DOA 66 wt% in a THF (1 mL). The cocktail solutions were
hen poured into a glass ring (i.d. 22 mm) placed on a slide
lass, and dried at room temperature for a day. Small disks
ere punched from the cast films and mounted in Phillips elec-

rode bodies (IS-561; Glasblaserei Möller, Zürich, Switzerland).
or all electrodes, 0.1 M of KCl was used as the internal refer-
nce electrolyte. All electrodes were presoaked in distilled water
or 1 h before use. Potential differences between the ISEs and
he Orion sleeve-type double junction Ag/AgCl reference elec-
rode (Model 90-02) were measured using a PC equipped with
high-impedance input 16-channel analog-to-digital converter

KOSENTECH Inc., Busan, Korea). The dynamic response
urves were obtained at room temperature by adding standard
olutions to 200 mL of a magnetically stirred background elec-
rolyte (0.05 M of Tris–HCl, pH 7.4; 0.05 M of Bis–tris propan-

2SO4, pH 9.0; 0.01 M of magnesium acetate–HNO3, pH 4.5;
eionized water) every 100 s to vary the concentration of each
onic species stepwise from 10−6 to 10−1 M. The potentials were
easured every second at room temperature. The response of the
lectrodes to pH changes was tested by adding aliquots of a 1N
aOH solution to a solution of 11.4 mM of boric acid, 6.7 mM
f citric acid, and 10.0 mM of NaH2PO4 at room temperature.
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electivity coefficients were estimated according to the separate
olution-matched potential method (IUPAC SSM II method) by
omparing the activity of an interfering cation that induced the
ame potential change as that which was induced by ammonium
ctivity of 1.0 × 10−2 M [35].

. Results and discussion

Newly synthesized ion-selective neutral carriers 3–6 were
valuated with DOA-plasticized PVC membranes. In measur-
ng their potentiometric responses to various cations, e.g., alkali
etal, alkaline earth metal cations, and ammonium ion, the ligat-

ng properties of the tripodal binding site (nitrogens and sulfurs
n a pendant thiazole ring, or pendant carbonyl, hydroxyl and
henyl groups) was studied. Since the interaction between a
ation and the thiazole nitrogen may compete with the proton
n a solution, we examined the potentiometric responses of the
-, 4-, 5-, and 6-based membrane electrodes to varying pH. The
esults are summarized in Fig. 2. The compound 5-based elec-
rode exhibited the most sensitive responses to protons with a
H between 3 and 8. Other electrodes show the pH responses in
he same range, but less sensitive than the 5-based one. The pH
esponse test suggests that the proton affinity of compounds 3–6
aries with the type of substituent used on pendant thiazoles; they
re in the order of –CH3, –COOC2H5 ≈ –C6H6 and –CH2OH.
ince the pH responses of the 3-, 4-, 5-, and 6-based membrane
lectrodes begin to level down near pH 8, we examined their
esponses to other cations under near neutral and alkaline con-
itions.

At pH of 7.4 (0.05 M of Tris–HCl), 4-, 5- and 6-based elec-
rodes exhibited negligible responses to common physiological
ations (Li+, Na+, K+, Ca2+ and Mg2+) and a slightly increased
o ammonium (�E change of 50–80 mV from 10−3 to 10−1 M).

he 3-based electrode, on the other hand, exhibited substantially

ncreased responses to ammonium and similarly to potassium.
ig. 3 shows the slopes of 47.2 and 45.0 mV per decade and

he detection limits of 1.3 × 10−4 and 5.0 × 10−4 M, respec-

ig. 2. The pH responses of the 3-, 4-, 5-, and 6-based membrane (1 wt.% of
onophore in 33 wt.% of PVC plasticized with 66 wt.% of DOA) electrodes to
arying pH levels.
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ig. 3. The potentiometric responses of the 3-based membrane electrode to Li+

-�-), Na+ (-�-), K+ (-�-), NH4
+ (-©-), Mg2

+ (-�-), and Ca2
+ (-�-) at pH 7.4

0.05 M Tris–HCl).

ively. Considering the similar responses of the 3- and 6-based
embranes to protons, the noticeably increased responses of

he 3-based membrane, compared to those of the 6-based one to
mmonium and potassium, may suggest that the carbonyl group
articipates in the ligation of those cations. A simple, semi-
mpirical modeling using MOPAC at the AM1 level confirms
hat three thiazole nitrogens and carbonyl oxygens form a hex-
dentate cavity that can hold a cation [32]. The average distances
etween the cation and thiazole nitrogens and between the cation
nd carbonyl oxygens are about 3.1 and 2.9 Å, respectively. On
he other hand, the small potentiometric responses of the 4-, 5-
nd 6-based electrodes, to all cations at near neutral pH levels
ay indicate that thiazole nitrogens are partially screened by

rotons.
Also, we examined the same potentiometric responses of the

our electrodes at pH 9 (0.05 M Bis–tris propan-H2SO4); the
esults are shown in Fig. 4. The elevated pH greatly increased
he potentiometric responses to ammonium and potassium of
ll electrodes. Only the 3-based membrane electrode, how-
ver, exhibited near Nernstian responses (58.9 mV/pNH4

+ and
7.0 mV/pK+) to both ammonium and potassium, with a rel-
tively low detection limit (2 × 10−6 and 5 × 10−6 M, respec-
ively). The nearly identical potentiometric response of the 3-
ased membrane electrode, to both ammonium and potassium,
mplicate that the binding site of compound 3 is a size-selective
avity. It seems that the electrostatic interaction between the
avity and a size-fitting cation contributes more to the selectiv-
ty of the binding site than does hydrogen-bonding interaction.
he 4- and 5-based membrane electrodes exhibit less sensitive

esponses to ammonium and potassium than the 3-based elec-
rode, while showing similar potentiometric responses to other
ations. The results implicate that the cation-binding ability of
he tripodal thiazoles is similar to each other otherwise the sub-
tituents on thiazoles are capable of capping the binding site. The

-based membrane electrode exhibited much inferior potentio-
etric responses to the other three electrodes; the semi-empirical

alculation model suggests that the bulky phenyl substituents
inder the formation of a symmetrical binding site. The poten-
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ig. 4. The potentiometric responses of the DOA-plasticized PVC membranes p
6), containing thiazole: Li+ (-�-), Na+ (-�-), K+ (-�-), NH4

+ (-©-), Mg2
+ (-�

iometric characteristics of the 3-, 4-, 5-, and 6-based membrane
lectrodes are summarized in Table 1.

Sulfur atoms in tripodal thiazole derivatives may provide a
inding site for the transition metal ions. To examine the transi-
ion metal ion selectivity of the 3-, 4-, 5-, and 6-based membrane
lectrodes, the potentiometric responses of the four electrodes to
g+, Fe2+, Co2+, Zn2+, Ni2+, Pb2+, Cd2+, Cu2+ and Hg2+ have
een measured under acidic conditions (0.01 M of magnesium
cetate–HNO3, pH 4.5). Acidic conditions prevent the transition
etal ions from forming precipitates with hydroxide, and it pro-

ides favorable silver ion binding ability [36]. It was interesting
o observe that all four electrodes exhibited nearly negligible
otentiometric responses to all transition metal cations with the

xception of Ag+: the linear dynamic ranges were between 10−5

nd 10−3 M.
To examine the response characteristics of the four electrodes

o Ag+, without the effect of interferents, measurements were

d
w
b
i

able 1
he potentiometric properties of the thiazole derivatives in DOA-plasticized PVC me

ompound Slopea Detection limitb Selectivity

K+

3 58.9 −5.3 −0.2
4 46.8 −4.0 −0.2
5 56.2 −4.1 −0.2
6 34.9 −3.9 −0.2

a Slopes from 10−4 to 10−1 M (mV/decade).
b log [NH4

+].
ed with the tripodal carbethoxy (3), hydroxymethyl (4), methyl (5), and phenyl
d Ca2

+ (-�-).

aken in deionized water. The results are shown in Fig. 5, and
ummarized in Table 2. The response characteristics of the four
lectrodes to silver ion do not show a clear correlation with
heir responses to ammonium. The compound with methyl group
ontaining thiazole, 5, showed a Nernstian response to Ag+

n the 1 × 10−8 to 1 × 10−4 M range. On the other hand, the
lectrode based on 4, which showed similar response charac-
eristics to those based on 5, had the poorest response to silver
on (35.9 mV/pAg+ in the 1 × 10−7 to 3 × 10−3 M range). The
esponse of the 6-based electrode was similar to that of the 4-
ased one. The semi-empirical modeling study (PM3) provides
ittle information regarding the role of the thiazole substituents
n silver binding, while there are some changes in the electron

ensity levels on sulfur atoms, depending on the substituents,
e were not inclined to draw conclusions at this time. The 3-
ased electrode exhibited near a Nernstian response to silver
n the 3 × 10−8 to 1 × 10−3 M range. The molecular modeling

mbranes

coefficient
(

log kpot

NH+
4 , j

)
Na+ Li+ Ca2+ Mg2+

−2.5 −3.1 −4.0 −4.5
−1.0 −1.2 −2.6 −3.4
−1.1 −1.3 −2.7 −3.2
−0.8 −1.0 −1.0 −1.6
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Fig. 5. The potentiometric responses of the electrodes to Ag+ based on neutral carriers 3, 4, 5 and 6: (left) dynamic response curves; (right) calibration curves.

Table 2
The potentiometric response properties of the 3-, 4-, 5-, and 6-based membrane electrodes

No. Ionophore Slopea (mV/decade) Detection limitb, −log [Ag+/M] Linear range (M)

1 Compound 3 51.3 −8.4 3 × 10−8 to 1 × 10−3

2 Compound 4 35.9 −7.9 1 × 10−7 to 3 × 10−3

3 Compound 5 59.5 −8.6 1 × 10−8 to 1 × 10−4
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Compound 6 39.3

a Slopes from the linear range.
b Logarithmic scale.

tudy suggests that the high potentiometric responses of the 3-
ased electrode to silver ion could be attributed to the long-range
nteraction of the substituents on thiazole.

. Conclusion

The potentiometric responses of the 3-, 4-, 5-, and 6-based
embrane electrodes to alkali metal, alkaline earth metal,

mmonium, and transition metal ions have been examined under
arious pH conditions. The 3-based electrode exhibited a Nern-
tian response to ammonium and potassium under alkaline pH
onditions. The other three electrodes showed poor potentiomet-
ic performances in both near neutral and high pH conditions,
mplicating that the binding ability of the cavity, formed by
hree thiazoles, is not sufficient to hold alkali metal or alka-
ine earth metal cations including ammonium. It was suggested
hat the carbethoxy group, which contains thiazole deriva-
ive 3, forms a size-selective binding site, which in turn was
ormed by three thiazole nitrogens and three carbonyl groups.
n the other hand, the potentiometric responses of the four

lectrodes to transition metal cations were quite different; all
lectrodes showed substantial responses to silver ion, but there
as almost no response to all other transition metal ions exam-

ned (Fe2+, Co2+, Zn2+, Ni2+, Pb2+, Cd2+, Cu2+ and Hg2+). The
- and 5-based electrodes resulted in near Nernstian responses
51.3 mV and 59.5 mV/pAg+, respectively) with low detection
imits (∼100 ppt), while the 4- and 6-based ones showed sub-
ernstian responses below 40 mV/pAg+. It was assumed that

he difference in the potentiometric responses to silver ion arose

rom the difference in the charge density of sulfur atoms induced
y a long range, through the bond interaction of substituents. A
etailed theoretical study is in progress in order to examine the
ature of such interactions.
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bstract

When 1-naphthol incorporated polyvinyl alcohol (PVA) films are allowed to swell in water, there is a loss of fluorescence intensity of the neutral
orm with a concomitant increase of the anionic form fluorescence intensity. This fluorescence response due to the excited state prototropism (ESPT)

f 1-naphthol is very sensitive to the initial stage of hydration of the PVA. Using an existing model of hydrogel swelling and DSC experiments, it
as reasoned that 1-naphthol senses the bound-water component of PVA hydration. Thus, 1-naphthol is proposed as an ESPT fluorescent sensor

or the specific sensing of bound-water hydration of PVA hydrogel.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Polymeric hydrogels are three-dimensionally cross-linked
etworks containing water. The swelling behavior of polymer
ydrogels has been a topic of intense research because of various
otential biomedical applications [1]. Polyvinyl alcohol (PVA)
s a particularly interesting polymer system for such applica-
ions because of its low toxicity, high biocompatibility and high
egree of swelling in water. The process of swelling and nature
f water in the gels has been a subject of extensive investigation
2–4]. Depending on the degree of association between water
nd polymer, the behavior of water can change. Three differ-
nt states of water have been identified in swollen hydrogels,
.e. non-freezable bound-water, freezable bound-water and free
ater [3]. From a DSC study of partially swollen PVA hydro-
els, Li et al. [3] differentiated the relative content of these water
tates. Nagura et al. [4] suggested the existence of three differ-
nt ice forms in a frozen PVA hydrogel by DSC measurements.
he total weight of water present in a swollen hydrogel is the

um of two main parts, the weight of freezable water and that
f non-freezable water. It was suggested that the non-freezable
ound-water molecule has two hydrogen bonds directly fixed to

∗ Corresponding author. Tel.: +91 44 2257 4207; fax: +91 44 2257 4202.
E-mail address: mishra@iitm.ac.in (A.K. Mishra).
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olymer network chain and could not freeze to ice upon cooling.
hen more water is introduced to the gel, these two end fixed

ydrated water gradually change to one end fixed and merged
ith freezable hydrated water. The free hydrogen atom of the
ne end fixed hydrated water may join with another free water
olecule; the mobility of the molecule is partially retained and

ould freeze upon cooling.
A variety of techniques have been used to monitor the poly-

er swelling. Some of them are DSC, PNMR [3,4], AFM [5],
tc. The swelling of PVA films have been characterized using
SC and PNMR by Nagura et al. [4]. Using AFM, Paredes et

l. studied the nanometer scale swelling of poly(p-phenylene
erephthalamide) [5].

Fluorescence molecular probes and sensors based on ‘excited
tate proton transfer’ (ESPT) are increasingly found to be very
seful in obtaining structural and dynamical information on a
erity of organized and aggregate systems like micelles, lipid
ilayer membranes, polymeric gels, cyclodextrin cavity, etc.
6,7]. 1-Naphthol (1-ROH) which shows about 109 orders of
agnitude enhancement in the excited singlet state acidity

pKa = 9.4) (pK* = 0.41), often serves as a prototype ESPT
olecular probe. It has the longest wavelength absorption

aximum at ∼295 nm. After partitioning into an organized
edium, it emits from the excited state neutral form (1-ROH*,

em ∼ 350 nm) when it is present in a water-inaccessible
icroenvironment and emits from the exited state anionic form
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1-RO−*, λem ∼ 465 nm) when present in the water-accessible
egions of the organized media. It has been shown by Lee that
n an aqueous environment the proton accepted is a cluster
f 4 ± 1 water molecules [8]. At hydrophilic–hydrophobic
nterphases, the rate constant of the deprotonation dynamics
s significantly retarded, which is manifested by a significant
ncrease in the fluorescence lifetime of the neutral form and an
nhancement of neutral form fluorescence intensity [6,9,10].

Thus, 1-ROH as an ESPT molecular sensor could posses the
bility to monitor hydration of polymers like PVA. The fluores-
ence response of the different prototropic forms could reflect
he nature of hydrating water in hydrogels. The objective of this
ork is to examine the applicability of 1-ROH as an ESPT flu-
rescent sensor for monitoring the hydration of PVA films.

. Experimental

.1. Materials

Polyvinyl alcohol (PVA, MW 14,000) was purchased from
.D. fine Chem. Ltd. and used as such. 1-ROH brought from SRL
nd purified by sublimation. Triply distilled water was used for
ample preparation. 13C NMR spectrum of the PVA solution in
2O was taken for finding out the presence of acetate groups.
he absence of any peak above 150 ppm [11] showed that no

esidual acetate groups were present in the PVA.

.2. Sample preparation and characterization

PVA dry films were prepared by incorporating 10−4 M 1-
OH solutions into 4% (w/v) PVA solution. These solutions
ere poured into flat-bottomed dishes in such a manner that a
niform thin layer of liquid covers the surface. These dishes
ere kept in a vacuum desiccator and films were allowed to
ry. The dry polymer film could be easily detached from the
ish. Under this condition of film preparation, the thickness
f the films formed was 0.2 ± 0.01 mm. For finding the degree
f crystallinity of the dry film, DSC measurements were done

ith a Netzsch DSC 204 instrument; in the temperature range
0–250 ◦C at a specific heating rate of 10 K/min. The degree of
rystallinity of the PVA sample was calculated by comparing
he heat required to melt sample to the heat required to melt a

o

i
p

ig. 1. (a) Emission spectra of 1-naphthol in water and PVA film and (b) emission s
λex 297 nm).
nta 71 (2007) 2003–2006

00% crystalline PVA sample (138.6 J/g) [12]. The degree of
rystallinity of the sample prepared under the above-mentioned
onditions was found to be 50.3 ± 2.0%.

.3. Method of analysis

Fluorescence measurements were carried out with a Hitachi
-4500 spectrofluorimeter, with a 150 W Xenon lamp as the light
ource. The excitation and emission spectra were recorded with
lit widths of 5/5 nm. The scan speed was kept at 1200 nm min−1.

The swelling behavior of PVA in water was studied in terms
f various parameters like increase in length, breadth and weight
ith time. A known weight of the dry film was taken and

ts dimensions were measured. Then, the film was allowed to
well in a small flat-bottomed dish containing water. The length,
readth and weight of the swollen film were measured at regular
ntervals of time. To remove the excess water it was pat dried
ith a piece of tissue paper prior to the weight measurements.
DSC measurements for obtaining the ice melting endotherm

ere done on Netzsch DSC 204 instrument by heating the
ample at a specific rate of 2 K/min in closed alumina pans
nder N2 atmosphere. Small pieces of equally weighted PVA
lms (2.3 × 10−3 g) were simultaneously put it in to water and
ere allowed to swell. At regular intervals of time, a piece of

wollen film was taken out, quickly pat dried with tissue paper
nd used as sample for DSC. The dry film was kept as refer-
nce. A plot of difference in the heat output of the two heaters
gainst temperature (i.e., the heat absorbed by the polymer) is
btained.

. Results and discussion

The emission spectra of 1-ROH in PVA dry film and in water
re shown in Fig. 1(a). It is known that the emission from the
xcited state neutral form of 1-ROH is around 340–360 nm and
hat of anion is around 460–480 nm. In dry film, the emission
f 1-ROH is seen around 342 nm corresponding to the neutral
orm and in water it is at 464 nm due to the anionic form. Only
eutral peak is observed from the dry film, indicating the absence

f water around the 1-ROH microenvironment.

The variation of fluorescence intensity of 1-ROH with time
n PVA film on addition of water is shown in Fig. 1(b). After
lacing the film in water, fluorescence spectra were recorded

pectra of PVA/1-naphthol film in water with increasing time, at 15 s intervals
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pletely swollen film to 3 min swollen film was reasonably close
at 2.20. Thus, it can be generally concluded that by 3 min of
swelling, the water associated with the film is predominantly the
bound-water.
ig. 2. (a) Plot of variation of the area, weight and normalized fluorescence inte
f variation of normalized fluorescence intensity of 1-ROH in the PVA film in w

very 15 s. It is seen in Fig. 1(b) that the intensity of neutral
eak at 342 nm decreases with a concomitant increase in the
nionic peak at 464 nm. The presence of a good iso-emissive
oint indicates a two state equilibrium, with the anionic form
ppearing at the expense of the neutral form.

The variation of area, weight and fluorescence intensity of
-ROH in PVA film is shown in Fig. 2.

Fluorescence intensities were monitored at 342 nm for the
eutral form and at 464 nm for the anion form. The time of each
ntensity data collection was calculated by taking the rate of scan
20 nm s−1). The films, prepared under the experimental condi-
ions of this study, showed complete saturation of swelling in
bout 20 min, as monitored by the changes in the weight and area
f the films. However, the loss of the neutral form fluorescence
ntensity (342 nm) was saturated in just 3 min. Such a response
f 1-ROH* fluorescence is rather interesting and significant. In
ddition, it was observed that a small residual fluorescence at
42 nm persists even at complete saturation. Leaching of 1-ROH
o the aqueous medium was found to be minimal during the
bservation time of about 30 min.

PVA belongs to the class of polymers, which have sufficient
on-polar interchain interaction to show saturation swelling
ehavior, i.e. it does not dissolve completely even on prolonged
xposure to water. 1-ROH is a small and fairly hydrophobic
olecule that is not very soluble in water at room temperature.
hen used as a probe for liposome membranes, it is known

o have a very large partition coefficient (5 × 106 at 30 ◦C for
imyristoylphosphatidylcholine vesicles) [13]. In 1-ROH incor-
orated PVA films, 1-ROH is expected to remain associated with
he polymer matrix both because of hydrophobic interactions as
ell as possible hydrogen bonding interaction with the hydroxy
roups of the polymer. This could be the reason for the min-
mal leaching of 1-ROH during polymer swelling. The initial
hase of hydration is expected to occur in the form of non-
reezable bound-water. This form of water is directly associated
ith the polymer framework of the gel through hydrogen bond-

ng. 1-ROH molecules associated with the polymer chain are
xpected to sense the presence of bound-water in their environ-
ent. This ‘sensing’ being manifested as excited state transfer

f proton to water and emission from the anionic 1-RO−* form.

he saturation of the 1-ROH* fluorescence loss during the ini-

ial 3 min of swelling, thus, could correspond to the completion
f bound-water hydration. For a verification of this explanation,
SC experiments were carried out.

F
D

of 1-ROH in the PVA film in water as a function of time and (b) expanded plot
as a function of time.

Fig. 3 shows the DSC thermograms of swollen PVA film
ith increasing time and the corresponding data are given in
able 1. The energies are calculated from the area under the
eaks. The complete absence of endotherm for dry PVA film
ndicates that the dry film does not have any freezable water.
fter 2 min of swelling, two peaks are observed in DSC: a
ajor broad peak at lower temperature and a small sharper

eak at around 0 ◦C. According to Hatakeyama et al. the peak
t lower temperature side is assigned to the freezing of bound-
ater and that at higher temperature corresponded to freezing
f free water [14]. Going by this explanation, the large enthalpy
hange observed in DSC between 3 and 4 min of swollen sam-
les indicated that after 3 min, the freezable free water becomes
he predominant form in the swollen film. The change of the
SC thermogram features thus corresponds with the 1-ROH*

uorescence intensity saturation in the initial stage of swelling.
he amount of film-incorporated water can be easily estimated
y taking the net weight of the film at different stages of
welling. The ratio of weights of completely swollen film to
he film up to 3 min of swelling was estimated to be 2.14.
he ratio of area under the DSC thermogram curves for com-
ig. 3. DSC thermograms of PVA film in water with increasing time. Inset is
SC peak of pure water.
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Table 1
Water content, neutral form fluorescence intensity of 1-ROH, position of DSC endotherm and enthalpy change of PVA film at various stages of swelling in water

Time of swelling
(min)

Water content
(mg)

Relative intensity of 1-ROH*

fluorescence at 342 nm (normalized
to the maximum for the dry film)

Endotherm peaks
from DSC
measurements (◦C)

Enthalpy changes
from DSC
measurements (J/g)

0 0 1.00 0 0
1 40 0.49 −8.5, −2.1 98.35, 14.95
2 61 0.20 −7.1, −1.5 101.75, 020.35
3 – 0.11 −6.0, −0.8 106.05, 013.65
4 113.4 0.07 −0.7, 0.2 178.5, 045.7
6 – 0.03 −0.8, 0.4 155.76, 050.24
8 – 0.03 −0.8, 1.3 127.11, 044.09
9 159.8 – – –
10 – – 0.4 235.6
12 171.3 – 2.0 259.0
14 178.8 – – –
16 – – 1.7 263.3
17 184.5 – – –
20 187 – – –
24 187 – – –
26 187 – – –
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ater – 0

ry weight of the film 19.7 mg. Heating rate 2 K/min.

The DSC experiments were repeated for a different heating
ate (10 K/min), which gave almost similar results: after 3 min
f swelling, the peaks shifted to higher temperatures and after
min there was only one peak corresponding to free water. Since

he sample preparation conditions were same through out the
ourse of this study, the extent of crystallinity of the dry sample
s expected to be same. Although the degree of crystallinity of
PVA membrane is expected to change with aging and anneal-

ng [15], we do not expect an ESPT probe to respond directly
o any difference in the nature of bound-water structure in the
rystalline and non-crystalline regions of the polymer.

Table 1 also shows the comparison of neutral form fluores-
ence intensity and DSC endotherm peaks of PVA film in water
ith increasing time. The significant shift of the DSC peak posi-

ion from −6.0 to −0.7 ◦C corresponds to the almost leveling
f 1-ROH* fluorescence intensity. The results also show that
fter about 6 min there is a significant increase in amount of
ree water and the signature for bound-water is progressively
ost.

Thus, it is seen that both the DSC results and the response of
-ROH ESPT fluorescence have a common basis of explanation
n the Hatakeyama’s model of PVA swelling [14].

. Conclusion

When 1-naphthol incorporated PVA films are allowed to
well in water, the loss of the neutral form (1-ROH*) fluores-
ence intensity and the increase of the anionic form (1-RO*)
uorescence intensity is very sensitive to polymer hydration in
he initial stage of swelling. Using the Hatakeyama’s model of
VA swelling [14] and DSC experiments, it was reasoned that
-ROH senses the bound-water component of PVA hydration.
hus this work adds one more application of 1-naphthol as an

[
[
[

[

−0.6 140.8

SPT fluorescence sensor for specific sensing of bound-water
ydration.
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bstract

A liquid chromatography methodology is developed and validated for detection and quantification of methimazole in urine. The approach is
ased on derivatization with 2-chloro-1-methylquinolinium tetrafluoroborate, reversed-phase high-performance liquid chromatography (HPLC)
eparation of so formed methimazole 2-S-quinolinium derivative from other urine matrix components, followed by detection and quantification
ith the use of ultraviolet–visible detector. Neither extraction, nor preconcentration of the sample are necessary. The methimazole standards

dded to normal urine before derivatization step show that the response of the detector, set at 345 nm, is linear within the concentration range

tudied, that is, from 0.25 to 50 mg/l urine. The relative standard deviation values for precision and recovery within the calibration range
ere from 1.8 to 5.0% and from 95.7 to 103.3%, respectively. Lower limits of detection and quantitation were 0.15 and 0.25 mg/l urine,

espectively.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Methimazole (1-methyl-2-mercaptoimidazole, tapazole) and
arbimazole (1-methyl-2-mercapto-3-carbethoxyimidazole) are
rally active drugs used in the therapy of hyperthyreosis. Car-
imazole is considered to be metabolized fully to methimazole,
hich is absorbed by the gastrointestinal tract and concen-

rates in the thyroid gland [1]. Methimazole, termed also an
ntihormone, is widely used in medicine for treatment of hyper-
hyroidism and even as model substance for endocrine disruption
n physiological and genomic studies. Its action is to slow iodide
ntegration into tyrosine and thus inhibits the production of thy-
oid hormones. In human body methimazole is metabolized
o N-methylimidazole and sulfite via sulfenic and sulfinic acid
ntermediates that are associated with the cytotoxic effects [2].
ubstantial portion of orally taken drug is excreted with urine [3].
ethimazole may cause side effects such as irritation of skin,

mpaired taste, olfaction, allergies or pharyngitis with fever, and

n rare occasions, nephritis and liver cirrhosis [1,2]. Thyreostatic
rugs, among others methimazole, have been applied illegally
o animals to obtain a higher live weight gain. The first effect

∗ Corresponding author.
E-mail address: ebald@uni.lodz.pl (E. Bald).
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ives a fraudulent higher weight due to water retention in edible
issue and filling of the gastrointestinal tract, which in turn leads
o a reduction of the meat quality. Although methimazole has
een used in the treatment of hyperthyroidism, the uncontrolled
ntroduction of this and other thyreostats into the human food
hain could have serious health implications [4]. Consequently,
he use of thyreostats in animal production has been prohib-
ted in many countries including European Union [5]. Various

ethods have already been reported to detect and determine
ethimazole in urine [6–9] and tissues [7,10–13]. Techniques

sed were gas chromatography–mass spectrometry (GC–MS)
6,9,12], high-performance liquid chromatography–mass spec-
rometry (HPLC–MS) [7,11], HPLC with ultraviolet detection
10,13], and flow-injection with ultraviolet detection [8]. Since
issues and urine matrices are complex, sample preparation is
ery important step of the analytical procedure. In order to sim-
lify the matrix, preconcentrate the analyte and enhance sensitiv-
ty of the method several operations were carried out. These were

ostly single or double extraction [6–13] and single or double
erivatization [6,9,11,12]. In this paper, the application of stan-
ard LC equipment with ultraviolet detector for determination

f methimazole in urine with sensitivity 0.15 mg/l is described.
he method requires neither extraction, nor preconcentration
nd uses simple sample preparation in the form of a single deriva-
ization with 2-chloro-1-methylquinolinium tetrafluoroborate.
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. Experimental

.1. Instrumentation

HPLC analysis was carried out using a Hewlett-Packard 1100
ystem (Waldbronn, Germany) equipped with quaternary pump,
n autosampler, thermostated column compartment, vacuum
egasser and diode-array detector. The system was controlled by
P ChemStation software. The separations were accomplished
ith a Zorbax SB C-18 (5 �m, 150 mm × 4.6 mm) analytical

olumn (Agilent Technologies, Waldbronn, Germany). Water
or solutions was prepared with a Millipore Milli-QRG system
Vien, Austria). For pH measurement, a Hach One (Loveland,
SA) pH meter was used.

.2. Chemicals and reagents

All chemicals were of analytical or HPLC grade and all
olutions were prepared from deionized water. Methimazole
as purchased from Aldrich (Steinheim, England). 2-Chloro-1-
ethylquinolinium tetrafluoroborate (CMQT) was synthesized

n our laboratory as described earlier [14]. Perchloric acid
PCA), sodium hydroxide (NaOH), sodium hydrogen phosphate
eptahydrate (Na2HPO4·7H2O), sodium dihydrogen phosphate
ihydrate (NaH2PO4·2H2O) and HPLC-grade acetonitrile and
ethanol were from J.T. Baker (Deventer, The Netherlands).
richloroacetic acid (TCA) was from Merck (Darmstadt,
ermany), cysteine was from Reanal (Budapest, Hungary),
ris(2-carboxyethyl)phosphine (TCEP), lithium hydroxide
onohydrate and cysteinylglycine were received from Sigma

St. Luis, MO, USA). Stock standard solution of methimazole
10 g/l) was prepared in methanol. The working solutions were
repared by dilution with water as needed. TCEP (0.25 mol/l)
as prepared by dissolving appropriate amount of the com-
ound in 0.2 phosphate buffer and adjusted to pH about 7.5 with
0 mol/l NaOH. For derivatization, a 0.1 mol/l water solution
f CMQT was used. To prepare phosphate buffer (0.2 mol/l)
ppropriate quantities of sodium hydrogen phosphate heptahy-
rate (Na2HPO4·7H2O) and sodium dihydrogen phosphate
ihydrate (NaH2PO4·2H2O) solutions were mixed. TCA buffer
as prepared using 0.05 mol/l trichloroacetic acid and adjusted

o the desired pH (3.2) with lithium hydroxide (0.05 mol/l).
he pH of the buffers was adjusted by potentiometric titra-

ions. The titration system was calibrated with standard pH
olutions. All reagents were tested and found to be stable for
nattended analysis.

.3. Sample preparation

To 200 �l of freshly collected methimazole-containing urine,
00 �l of 0.2 mol/l phosphate buffer (pH 7.5) and 10 �l of TCEP
0.25 mol/l) were added. The mixture was vortex-mixed and
fter 5 min 30 �l of CMQT reagent (0.1 mol/l) was added. The

ixture was put aside for another 5 min and acidified with 100 �l

f PCA (3 mol/l) followed by centrifugation (10,000 × g, 5 min).
20 �l of the solution was injected into the chromatographic

ystem.
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a 71 (2007) 2121–2125

.4. Chromatography

Final analytical solution (20 �l) was injected using an
utosampler into a Zorbax SB C-18 column. For separation
f 2-S-quinolinium derivative of methimazole gradient elution
as used. The elution profile was as follows: 0–3 min 12% B,
–9 min 12–30% B, 9–12 min 30–12% B, where A is 0.05 mol/l,
H 3.2, TCA buffer, and B is acetonitrile. The flow-rate used
as 1.2 ml/min and the column was kept at a temperature of
5 ◦C. The analytical wavelength was 345 nm. Both retention
imes and UV spectra were used for peaks identification by
omparison of retention times and UV diode-array spectra,
aken at real time of analysis, with corresponding set of data
btained for authentic compounds.

.5. Calibration

A stock standard solution of methimazole calibrator (10 g/l)
as prepared by dissolving an appropriate amount of methima-

ole in methanol. To prepare the urine calibration standards used
o determine the drug in urine, portions of 200 �l of normal urine
ere each placed in a sample tube and spiked with increasing

mounts of the working standard solution of methimazole (pre-
ared daily by dissolving of standard solution with water) to give
ethimazole concentrations of 0.25, 1.0, 5.0, 10.0, 20.0, 30.0

nd 50.0 mg/l of urine. Calibration standards were processed
ccording to recommended analytical procedure. Calibration
urve was fitted by linear regression using the peak height versus
oncentration.

.6. Stability of the 2-S-quinolinium derivative

To test stability of the 2-S-quinolinium derivative of methi-
azole in the final analytical solution, a urine sample was spiked
ith appropriate amount of methimazole to a final concentration
f 1 mg/l urine, processed as described in Section 2.3, and kept at
◦C or ambient temperature. Aliquot of the sample was injected

nto HPLC system at time zero and after 1, 6 and 24 h, and 3, 7,
4, 21 and 28 days.

. Results and discussion

The complexity of the matrix, whether it is urine, plasma or
issue necessitates the use of some form of sample pretreatment.
here are several sample preparation techniques that are
mployed to facilitate final analysis. The most commonly
sed approaches are protein removal, solid phase extraction,
iquid–liquid extraction and chemical modification of the
nalyte.

.1. Chemical modification of the analyte

In order to facilitate separation and detection of methi-

azole in urine matrix, derivatization with a thiol specific
V-tagging reagent, 2-chloro-1-methylquinolinium tetraflu-
roborate (CMQT), previously applied for determination of
lasma and urinary endogenous thiols [15,16] is recommended.
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Fig. 1. Derivatization reaction equation of methimazole w
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n = 21). Cysteine and cysteinylglycine known to form CMQT
derivatives under the same derivatization conditions [17] were
eluted after 8.4 and 9.3 min, respectively, and can be measured
concurrently if needed.
ig. 2. Comparison of the absorption spectra of derivatization reagent—CMQT

dotted line) and methimazole derivative—methimazole–CMQT (continuous
ine).

ethimazole reacts with CMQT in slightly alkaline water
olution to form stable thioether, 2-S-quinolinium derivative.
he derivatization scheme, shown in Fig. 1, takes advantage of
reat susceptibility of the quinolinium molecule to nucleophilic
isplacement at 2 position, and the high nucleophilicity of
he SH group of methimazole. The methimazole–CMQT
erivative exhibits a well-defined absorption maximum at

45 nm (Fig. 2). In order to optimize derivatization conditions,
eaction yield as a function of the reagent excess, pH of the
uffer, and time were studied. Derivative yields versus time and
H are plotted in Fig. 3 and demonstrate that the yields reach a

ig. 3. Derivatization reaction yield as function of time and buffer pH. Condi-
ions: 0.2 mol/l phosphate buffer, seven-fold molar excess of the derivatization
eagent, room temperature.

F
T
w
(

ith 2-chloro-1-methylquinolinium tetrafluoroborate.

aximum after 5 min in the pH range 7.5–8.0 with seven-fold
eagent excess. Therefore, for subsequent assays, pH 7.5,
.2 mol/l phosphate buffer and seven-fold reagent excess were
sed. Since conjugation of methimazole to other thiol com-
onents of the sample, via S S bond, cannot be excluded,
eductive agent (TCEP) is added before derivatization step.

.2. Chromatogram

Chromatographic profiles were obtained for urine blank
piked with methimazole (Fig. 4) at optimized HPLC
onditions described in Section 2.4. Retention time for
ethimazole–CMQT derivative was 7.0 min (k′ = 5.47 ± 0.01;
ig. 4. LC–UV chromatogram (345 nm) of normal urine sample reduced with
CEP and derivatized with CMQT. Urine blank (black line), and urine spiked
ith methimazole (3.5 mg/l) (gray line). Peaks: (1) methimazole; (2) cysteine;

3) cysteinylglycine. Chromatographic conditions are described in the text.
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Table 1
Precision and recovery study (n = 3)

Taken [mg/l] Found ± S.D. [mg/l] Precision (R.S.D.) [%] Recovery [%] Intermediate precision (R.S.D.)a [%]

0.25 0.25 ± 0.01 5.05 98.19 7.58
1 0.98 ± 0.05 4.64 98.19 5.00
5 4.78 ± 0.18 3.67 95.67 3.02

10 10.14 ± 0.39 3.82 101.20 4.10
20 20.67 ± 0.39 1.88 103.33 2.52
30 29.76 ± 0.53 1.79 99.21 2.12
50 49.95 ± 1.02 2.05 99.90 2.64
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a Results for 4 consecutive days.

.3. Validation

Method validation protocol encompassed specificity,
esponse function, precision, recovery, limit of quantitation,
imit of detection and stability.

.3.1. Specificity and response function
Specificity was demonstrated by the ability to assess unequiv-

cally the analyte in the presence of endogenous compounds
f closely related structures. The urine sample was spiked
ith methimazole, cysteine and cysteinylglycine, and processed

ccording to recommended analytical procedure. Homocysteine
luted shortly after the solvent front and cysteine and cys-
einylglycine eluted separately with longer retention times than

ethimazole (Fig. 4).
To demonstrate the linear response function between the con-

entration of methimazole and the peak height across the entire
ange of the analytical procedure the normal urine spiked with
he standard solution of analyte was assayed. Seven-point cal-
bration plot was constructed using triplicate injections of the
nal analytical solution prepared according to the recommended
rocedure. Analysis of the results demonstrates the good agree-
ent of the detector response with a linear model within the con-

entration range from 0.25 to 50 mg/l urine studied. The equation
f the calibration line was as follow: y = 11.407x + 0.406. Stan-
ard errors for slope and intercept were 0.085 [mAU] and 0.2023
mAU/(mg/l)], respectively. The coefficient of determination for
he calibration regression line was 0.9997.

.3.2. Precision and recovery
In order to judge the quality of the elaborated method pre-

ision and recovery were determined. They were measured by
he addition of the analyte standards to methimazole free urine
amples. The samples were analyzed in triplicates according
o elaborated procedure. Percentages of recoveries and relative
tandard deviation values for precision, and intermediate preci-
ion were calculated and are inserted in Table 1.

.3.3. Detection and quantitation limits
Lower limit of detection (LLD) was experimentally estimated
y analysis of urine samples spiked with serially diluted methi-
azole standard until the signal-to-noise ratio reached 3. The

ower limit of quantitation (LLQ) serving as the lowest point on
he standard curve, was understood to be the lowest measurable

A

s

oncentration for which relative standard deviation values for
recision and relative bias were lower then 20% [18]. In our
ethod LLD and LLQ were 0.15 and 0.25 mg/l urine, respec-

ively. At concentration level of 0.25 mg/l, the R.S.D. value for
recision was 5.0% and the relative bias was equal to 0.98%
n = 3).

.3.4. Stability of the derivative
2-S-Quinolinium derivative of the drug in final analytical

olution was stored both at the room temperature, intended for
se for HPLC separation during the day of preparation, and at
◦C. The latter being the reference sample or for unattended
nalysis after collection of a big number of samples. The deriva-
ive was found to be stable at room temperature for at least 24 h,
nd at 4 ◦C for at least 28 days. Longer times were not investi-
ated.

. Conclusion

The technology used for determination of methimazole in
uman urine by this CMQT derivatization method involves
nly conventional HPLC-UV equipment without a need of
xtraction or sample preconcentration. The sensitivity of this
ethod (LLD, 0.15 mg/l urine) is comparable to, or better than

hose of liquid phase separation methods for urine described
y others. Blanchflower et al. (double extraction, preconcen-
ration and HPLC–MS analysis) reported 0.025 mg/l [7] and
anchez-Pedreno et al. (extraction, preconcentration and flow-

njection analysis) 6.70 mg/l urine [10]. Batjoens et al. [12] after
iquid–liquid extraction, evaporation with vacuum concentrator,
erivatization, and final analysis by GC–MS received about three
rders of magnitude better sensitivity. Other analytical figures of
erit, including precision and recovery, demonstrated by us dur-

ng the method validation procedure, are well within the criteria
or biological sample analysis [18].

High stability of methimazole–CMQT derivative itself and
ll the reagents used enable running the analysis in unattended
ashion. If necessary, this approach might be complemented for
etermination of endogenous cysteine and cysteinylglycine.
cknowledgement

The authors wish to thank the University of Lodz for financial
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bstract

A radiation tolerance strain, Pantoea agglomerans was isolated from �-irradiated carrot samples (Daucus carota). D10 determination showed that
he radioresistance of this bacterium is five-fold higher than Escherichia coli, both belonging to the family of Enterobacteriaceae. DNA isolated
rom untreated and irradiated bacterial cells was analyzed by FT-IR spectroscopy to investigate the radiotolerance of this bacterium. At doses
5 kGy, an alteration of the interbase hydrogen networks was observed and characterized mainly by an increase of bands assigned to the carbonyl
on-pairing and the free amine groups. Moderate breakage of the DNA backbone and damage of the osidic structure were also observed. Similar
pectral profiles were noticed at doses ≥5 kGy, but additional increase of the band intensity of C C and C N suggests damages of nucleobases.

− −
igh number of asymmetric PO2 and upper shift of symmetric PO2 are indicative of DNA strand breaks. Osidic damages were evidenced by
ecrease of the absorption bands ascribed to deoxyribosyl moieties and by appearance of C–OH band. DNA degradation at high irradiation doses
as also noticed by electrophoresis using agarose gel. It appeared that DNA underwent covalent cross-linking, as revealed by agglomeration of
NA in the wells of agarose gel.
2006 Elsevier B.V. All rights reserved.
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eywords: Radiotolerance; DNA; �-Irradiation; Pantoea agglomerans; FT-IR;

. Introduction

Various mechanisms are involved in radiation toxicity. Since
he effects of ionizing radiations are oxygen-enhanced, the
eactive oxygen species (ROS) produced plays an important
ole and thus contribute to cellular damage [1]. Among them,
uperoxide anion, hydrogen peroxide and hydroxyl radicals
•OH) lead to a series of biological damage including protein
lterations, membrane lipid peroxidation and DNA-strand
leavage [2–4]. It is well accepted that DNA is one of the
rincipal macromolecular targets for radiation damage and that
ouble-strand breaks are the most lethal, resulting in loss of
ssential genetic information. However, some bacteria appear to

evelop multiple mechanisms to adapt and protect themselves
gainst their environment in extreme conditions. As example,
acteria belonging to the family Deinococcaceae are some of the

∗ Corresponding author. Tel.: +1 450 687 5010x4489; fax: +1 450 687 5792.
E-mail address: monique.lacroix@iaf.inrs.ca (M. Lacroix).
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rophoresis

ost radiation-resistant organisms yet discovered and particu-
arly, Deinococcus radiodurans was first reported by Anderson
t al. in 1956 [5]. Culture of bacteria yielded a red-pigmented,
on-sporulating, Gram-positive coccus that was extremely
esistant to hydrogen peroxide, UV light, ionizing radiation and
umerous other agents that damage DNA [6–8]. Several reports
ave shown its ability to survive extremely high doses of acute
onizing radiation (10 kGy) without cell-killing [4,5,9].

A number of hypothesis have been postulated to explain
he resistance of D. radiodurans, which shows no loss of via-
ility up to radiation doses of 5 kGy, while Escherichia coli
ultures are 100 times less resistant [10]. These hypotheses
ave been proposed: (i) D. radiodurans uses conventional repair
athways with greater efficiency than other bacteria [11–13];
ii) there are repair functions encoded among its hypothetical
enes [14]; or (iii) repair is facilitated by its ringlike nucleoids

15]. Recently, Daly et al. [9] reported that accumulation of
ntracellular manganese (Mn) facilitates �-radiation resistance.
his hypothesis emphasize repair of DNA damage caused by

he direct effects of �-photons and the indirect effects of ROS
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nduced during irradiation [16]. When ROS exceed the capac-
ty of endogenous scavengers to neutralize them, cells become
ulnerable to damage, a condition referred as oxidative stress
17].

Other radiation-resistance mechanisms are in relationship to
rotective systems such as antioxidative enzymes, which involve
eroxidase, catalase and superoxide dismutase [18]. These bac-
erial enzymes represent an important defensive system against
OS induced by hydrogen peroxide and/or radiation [19]. Sev-
ral bacteria possess a substantial amount of non-enzymatic
ystems (e.g., Vitamins A and E), which contribute to the resis-
ance phenomenon against the deleterious effects of radiation
amages [20]. It is also important to mention that certain bac-
eria able to produce carotenoids pigments or other membrane
igment such as D. radiodurans [21] are more resistant to •OH
han the colorless ones.

Recently, Lacroix and Lafortune [22] reported the presence
f the radiation resistance of Pantoea agglomerans (formerly,
rwinia herbicola) isolated from carrot irradiated at 7 kGy. This
icroorganism belonging to the family Enterobacteriacea is a
ram-negative, non-sporulated and non-capsulated bacterium,
hich was often detected in vegetables flora [23]. It is well
nown that Enterobacteriaceae are very sensitive to irradiation
10). However, several studies [24–27] were reported that the
piphytic bacteria developed a superior stress tolerance, partic-
larly P. agglomerans.

The aim of this paper is to evaluate the radiation tolerance
f P. agglomerans submitted to various doses of �-irradiation.
s mentioned previously, DNA is one of the principal targets

or radiation damage and, the analysis of these biomolecules
y Fourier Transform Infrared (FT-IR) spectroscopy is of inter-
st to investigate the bacterial behavior when treated with dif-
erent doses of �-irradiation. FT-IR spectroscopy has recently
merged as a novel technique and provides several informa-
ions about the vibrational and rotational motions of DNA

olecules [28]. FT-IR spectra reflect the total chemical com-
osition of DNA and some of the spectral bands can be assigned
o distinct functional groups or chemical substructures [29].
inally, agarose gel electrophoresis allows correlating results

n order to highlight this biomolecular changes occurring after
-irradiation.

. Material and methods

.1. Bacterial cultures preparation

P. agglomerans strain was isolated as described by Lacroix
nd Lafortune [22]. Practically, carrots (Daucus carota from
GA, Laval, CA) were washed and shredded using a food pro-
essor (Hamilton Beach/Proctor-Silex Inc., USA). An amount
f 30 g of grated carrots was placed in metallized polyester/EVA
opolymer sterile bag (305 mm × 210 mm, Winpak, St-Leonard,
A). Packages of carrots were then sealed and stored approx-
mately at −80 ◦C for 15 h before irradiation treatment at
kGy. Irradiation treatment was done at the Canadian Irradi-
tion Center (CIC) in a 60Co underwater calibrator unit (UC-
5, MDS Nordion, Kanata, Ont., Canada) with a mean dose

0
s
T
p

1 (2007) 1969–1975

ate of 25.6 kGy/h. Thereafter, all the bags were stored at
◦C and the identification of appearance of P. agglomerans

from day 20) was carried out with an API-20E miniaturized
iagnostic kit (BioMérieux, Canada). Isolated P. agglomerans
as maintained in 1 mL cryogenic vials at −80 ◦C in Tryp-

ic Soy Broth (TSB, Difco Laboratory, Detroit, MI) containing
lycerol (10%, v/v). A volume of 1 mL cultures was incu-
ated through two cycles of 24 h at 30 ◦C in 9 mL of TSB
o obtain a working culture. The working culture was trans-
erred to 1 L of TSB and incubated during 18 h of incuba-
ion at 30 ◦C, in order to obtain a bacterial culture containing
.0 × 108 CFU/mL.

.2. D10 determination

For the D10 determination, an amount of 5 mL of P. agglom-
rans culture (18 h) was irradiated at various doses 0, 1, 2, 3,
and 5 kGy. After irradiation, various dilutions were prepared

nd appropriate ones were pour-plated in tryptic soy agar (TSA,
ifco Laboratories, Detroit, USA) and incubated at 30 ◦C dur-

ng 48 h for bacterial count. A similar procedure was applied
o E. coli for comparative studies, but irradiation doses applied
ere at 0, 0.15, 0.30, 0.45, 0.60 and 0.90 kGy.

.2.1. DNA preparations for FT-IR analysis

.2.1.1. Irradiation treatment. The bacterial cultures of P.
gglomerans (1 mL) were irradiated as described previously
ith doses of 0, 2, 4, 5, 8 and 16 kGy.

.2.1.2. DNA extraction and electrophoresis. The DNA extrac-
ion was performed as described by Marmur [30]. Non-irradiated
nd irradiated bacteria were harvested by centrifugation at
000 × g for 20 min and cells were washed with Tris buffer
0 mM, pH 8.0. Afterward, the cells were suspended in 0.5 mL
he same buffer containing 10 mg/mL of freshly prepared
ysozyme and incubated at 37 ◦C for 30 min. Complete lysis
as obtained by the addition of 50 �L of 10% SDS fol-

owed by several inversions of the microtube. To purify DNA
rom the RNA contamination, an amount of 2 mL of Tris–HCl
10 mM) EDTA (1 mM) buffer (pH 8.0) containing 20 �L of
Nase A (1 mg/mL) was added in the precipitate. The step

ollowing consists in precipitation with ethanol 70% in order
o remove the ribonucleotides and other residues. Proteins
ere denatured by successive additions of phenol–chloroform

1:1) and centrifugations until the interface was cleared of any
loudy material. The DNA was precipitated from the aque-
us phase with Na-acetate (0.3 M) and 2 volumes of ethanol
−20 ◦C). The final precipitate was dissolved in 450 �L of
istilled water for the determination of the DNA purity by
etermination of the absorption ratio of A260/280 nm using a
MS 200 spectrophotometer (Varian Techtron Pty. Ltd.). For

he electrophoresis analysis, purified DNA extract was sol-
bilized in 6X loading buffer (glycerol 30%, cyanol xylene

.25%, bromophenol blue 0.25%) and DNA fragments were
eparated by migration on an agarose gel 0.7% dissolved in
BE buffer (Tris–Borate 89 mM, EDTA 2 mM, pH 8.3) in
resence of ethidium bromide (0.5 �g/mL). DNA KiloBase
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nd Lambda-Pst1 was used as a marker. Migration was done
uring 17 h at 30 V using electrophoresis system (mini DNA
UB CELL, Bio-Rad, Mississauga, Canada). The DNA frag-
ents were visualized under UV using a Gel Doc 1000 (Bio-
ad).

.3. FT-IR analysis

A part of the extracted DNA was lyophilized using a rotary
vaporator (SpeedVac, Savant) during 3 h. Tablets (100 mg)
omposed of lyophilized DNA (3%) and anhydrous KBr were
repared with an hydraulic press (Carver Laboratory Equipment,
abash, IN). FT-IR spectra were recorded with a Spectrum
ne (Perkin-Elmer Instruments, Norwalk, USA) equipped with
Universal Attenuated Total Reflectance (UATR) device for

ablets analysis on the spectral region 1800–800 cm−1 with 256
cans at 4 cm−1 resolution. All spectra were normalized over the
ange using the Spectrum software 3.02.

. Results

As reported previously by Lacroix and Lafortune [22] the
etection of P. agglomerans was noted after 20 days of storage,
n irradiated samples treated at a dose of 7 kGy suggesting
he radiation tolerance of this bacterium. To investigate this
henomenon, the D10 determination of P. agglomerans isolated
rom carrots was carried out in parallel with E. coli, because these
acteria were classified in the same family (Enterobacteriacea).
or E. coli, the D10 value required to reduce bacterial population
y one log was about of 0.11 kGy and a dose of 0.9 kGy was
ecessary to decrease the level of this bacterium under the
hreshold level of detection (<10 CFU/mL, Fig. 1). In contrast,
high D10 value observed for P. agglomerans was 0.52 kGy and

dose necessary to decrease the bacterial population under the

hreshold level of detection was 4.5 kGy. These results suggest
hat the tolerance of P. agglomerans is five-fold higher than
. coli.

ig. 1. Determination of D10 values of Pantoea agglomerans and Escherichia
oli exposed at various doses of �-irradiation.
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.1. FT-IR analysis of P. agglomerans DNA

In this experiment, DNA samples were analyzed under solid
orm, but no significant difference of the band positions between
yophilized DNA and DNA in solution was noticed (results not
hown). Indeed, the choice to analyze the samples under solid
tate permits to eliminate the water bands in the spectrum, which
an influence interpretations. Other advantage is to allow to
btain high quality FT-IR spectra with little sample.

Generally, FT-IR spectra analysis of DNA is divided in three
rincipal regions [31]. The first region from 1750 to 1600 cm−1

s essentially due to C O, C N, C C stretching and exocyclic
NH2 bending vibrations in the DNA bases. The second region
rom 1600 to 1500 cm−1 results mostly from the purine and
yrimidine ring modes [32–34] and the last region from 1250 to
50 cm−1 correspond to the symmetric and asymmetric PO2

−
roups of the phosphodiester-deoxyribose backbone [32,34].

.2. Frequency region of nucleobases

For P. agglomerans, the untreated (non-irradiated) DNA
pectrum in the spectral region 1750–1400 cm−1 shows four
odes at 1692, 1650, 1605 and 1560 cm−1 (Fig. 2A). The

bsorption band at 1692 cm−1 could be assigned to an overlap-
ing of carbonyl (C2 O2) stretching vibration of thymine and
ytosine [33,35,36]. The band at 1650 cm−1 is contributed to
arbonyl stretching of thymine (C4 O4), guanine (C6 O6) and

N and C C stretching vibrations [34], whereas the bands at
605 and 1560 cm−1 are due mostly to NH2 scissoring and N–H
ending [31], respectively. In addition, the absorption bands
t 1466 and 1488 cm−1 reflected to the purine and pyrimidine
DNA bases) ring modes [36].

The DNA isolated from the cells submitted to irradiation
t doses <5 kGy showed distinct changes in some DNA vibra-
ional bands (Fig. 2A). The irradiated DNA spectra show firstly
n absorption increase of the band assigned to carbonyl which
as slightly up shifted to high wavenumber from 1692 to
696 cm−1. Generally, this spectral region (1750–1550 cm−1)
ontains absorption bands assigned to in-plane double bond
tretching vibrations of bases, which were known to be particu-
arly sensitive to base-pairing interactions [35]. In agreement
ith the proposed base-pairing scheme, changes in intensity
f the vibrations from polar groups (i.e. C O) result from
lterations in external non-covalent interactions such as the
oss of hydrogen bonds [37]. For this purpose, the increase in
ntensity and the up shifted to high wavenumber of carbonyl
and are provisionally assigned to a free carbonyl (no hydro-
en bonded) stretching vibration [38]. This phenomenon is in
ccordance with the increase of absorption bands of NH2 scis-
oring (1605 cm−1) and N–H bending vibration (1560 cm−1)
uggesting a number increasing of free NH2 and N–H groups
non-paired).

Additionally, a very sensitive band around 1480–1460 cm−1
s assigned mainly to the imidazole ring vibration of purine,
hich depends on the N7C8 bending vibration [36]. Any mod-

fication in the position of this band will reflect an alteration of
nteractions on the N7C8 site [37]. Fig. 2A presents the untreated
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ig. 2. FT-IR spectra of untreated and �-irradiated DNA isolated from P. agglom-
rans in frequency region assigned to nucleobases.

non-irradiated) DNA, which show the N7C8 bending vibration
ocated at 1465 cm−1. When the DNA is submitted to irradiation,
his band is slightly increased and up shifted to high wavenum-
er (1485 cm−1) suggesting an alteration of interaction on this
ite due to the loss of hydrogen interaction, giving a free N7C8
ite. However, no significant intensity change of the bands con-
ributing for ring C C and C N (1650 cm−1) was observed.
enerally, the spectra of irradiated DNA at doses <5 kGy

how an alteration of hydrogen interactions network between
ases.

Similar observations with DNA irradiated at 5 kGy, but a
light increase of the absorption intensities of band contributing

or ring C C and C N stretching vibrations (1650 cm−1) was
oticed (Fig. 2B). The intensity increase of this band suggests
hat there is not only an alteration of the interbase hydrogen
etworks, but probably a deterioration of base structures

w
i
s
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nucleobase damage). However, the increase in intensity
emained weak.

At doses >5 kGy (8 and 16 kGy), the irradiated DNA spectra
how an evident increase in intensity for the bands assigned to

O (1696 cm−1), ring C N and C C (1650 cm−1) and exo-
yclic NH2 (1605 cm−1, Fig. 2C). However, the band located
t 1560 cm−1 (mostly due to the N–H bending vibrations) is up
hifted to high wavenumber at 1572 cm−1 (–NH2 bending vibra-
ion). The displacement was also observed for the band assigned
or N7C8 (from 1465 to 1485 cm−1). The explanation of these
ifferences is based on the oxidative damage of nucleobases giv-
ng several derivatives, as reported by numerous articles [39–42].
ndeed, the highly reactive •OH reacts with DNA by addition to
ouble bonds of nucleobases and by abstraction of an H atom
rom the methyl group of thymine [42].

Several papers were reported that numerous products
ere detected in �-irradiated pyrimidine bases such as 5-
ydroxymethyluracil, 5-formyluracil, 5-hydroxycytosine, etc.
43–45]. With regard to the purine bases, damage reactions result
n multiple products such as 8-hydroxyguanine, 2,6-diamino-
-hydroxy-5-formamido-pyrimidine, 8-hydroxyadenine, etc.
39,46]. These components present generally some more func-
ional groups such as carbonyl and amine (i.e. 5-formyluracil,
apy-Gua and Fapy-Ade, etc.) or new double bonded forma-

ion (i.e 5-hydroxycytosine, 5,6-dihydroxycytosine, etc.), which
xplains the increase of absorption bands for irradiated DNA in
he spectral region 1700–1600 cm−1.

.3. Frequency region of DNA backbone

This region reflects mostly the carbohydrate and phosphodi-
ster, which constitute the backbone of DNA. Recent evidence
as showed that the modification of DNA bases by •OH induces
hanges in the conformational structure of phosphodiester-
eoxyribose moiety. These radicals are known to react directly
ith the phosphodiester-deoxyribose structure (i.e. by abstrac-

ion a hydrogen atom from deoxyribose) resulting in strand
reaks and the loss of phosphoric acid [47].

According to Lindqvist et al. [36], absorption bands
rising from the phosphate backbone vibration dominate
250–1200 cm−1 due to the asymmetric (asm) PO2

− stretching
ode and around 1090–1070 cm−1 assigned to the symmetric

sm) PO2
− stretching mode. These bands are a characteristic

arker for backbone conformational changes of DNA.
For DNA spectrum of untreated cells (Fig. 3), two absorp-

ion bands at 1236 cm−1 and at 1070 cm−1 reflect, respectively
o asm PO2

− and sm PO2
−. When DNA irradiated at doses 2

nd 4 kGy, no significant change in intensity for asm and sm
O2

− was observed, but a slight shift toward high wavenumber
from 1070 to 1075 cm−1) was noted for sm PO2

−. This upper
hift is indicative of change or rearrangement in the DNA back-
one structure, which could be associated to the alteration of the
hosphate groups along the DNA backbone.
Major differences of the irradiated DNA at doses ≥5 kGy
ere observed. These differences are characterized by a slight

ncrease of the absorption bands of the asm PO2
−, whereas the

m PO2
− was up shifted from 1070 to 1088 cm−1 and widened
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ig. 3. FT-IR spectra of untreated and �-irradiated DNA isolated from P. agglom-
rans in frequency regions of DNA backbone.

ith a broad shoulder. It is worth to note that the shoulder
s more evident at higher irradiation dose (16 kGy). One pos-
ible explanation is that there are substantial damages to the
hosphodiester-deoxyribose structure, which seems to be con-
ected with conformational changes in the position of phosphate
roups in DNA. Additional evidence that supports this alteration
s the decrease of the absorption band located at 1145 cm−1,
hich is assigned to sm C–O–P stretching vibration [48,49].
his decrease is clearly noticed at high doses of irradiation sug-
esting the lost of phosphodiester bonds leading strand breaks,
s reported by several authors [4,38].

In turn, the lost of phosphodiester bonds was also in part
ssigned to deoxyribosyl moieties, thus damaging of osidic
tructure, as revealed by the decrease in amplitude of the sm
–O–P band. Moreover, a new band appears at 1164 cm−1 con-

ributed to the C–OH stretching vibration [49,50] is evident
t high doses of irradiation. This appearance of C–OH band
s probably resulted to the breakage of phosphodiester bonds
nd/or the ring-opening deoxyribose. According to Siddiqi and
othe [51], series of reaction that lead to sugar modifications
nd strand breaks are initiated by radical formation at deoxyri-
ose. This may result either from direct ionization by radiation
r from attack of •OH, which are generated by water radiolysis.
detailed review of the mechanisms of these reactions can be
ound elsewhere [42,52].

In this supposition, the strand break was observed at high
oses of irradiation (>5 kGy) suggesting there is DNA degra-

n
b
a
d

ig. 4. Agarose gel (0.7%) electrophoresis of untreated and �-irradiated
2–16 kGy) DNA isolated from P. agglomerans.

ation. To verify this phenomenon, agarose gel electrophoresis
as used. Results have shown that there was no significant dif-

erence between the DNA irradiated at 2 kGy compared to the
ontrol DNA samples (non-irradiated samples, Fig. 4). How-
ver, DNA degradations were observed from 4 kGy and more
learly at doses 8 and 16 kGy. In addition, the appearance of a
recipitate of irradiated DNA was observed in the wells of the
garose gel.

These agglomerates seem provisionally to be due to the cross-
inking of part of DNA involving conversion to high molecular
ass, which are unable to penetrate in the agarose gel. It is worth

o mention that this event was not found in control and standard.
he possible explanation of the DNA cross-linking during irra-
iation process is based on the formation of interstrand covalent
onds, as observed in the case of UV, which induced dimeriza-
ion of pyrimidine bases [53].

. Discussion

In the present study, FT-IR analysis of DNA isolated from
rradiated cells of P. agglomerans show that there are important
tructural changes. At doses <5 kGy, results showed interbase
ydrogen networks alteration without evidence base modifica-
ions. The phosphodiester-deoxyribose structure is also affected,
hich resulted to the breakage of phosphodiester bonds and/or

he opening of ring-deoxyribose. However, moderate cleavages
f DNA strands and damages of osidic structure were observed.

At doses ≥5 kGy, similar observations were recorded in

ucleic base region, but additional increase of C C and C N
ands is indicative of base modifications. DNA strand breaks
nd damages of osidic structure were obviously observed with
istinct changes. These differences show that there are base
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odifications and degradation of DNA, which are in correla-
ion with analysis of agarose gel electrophoresis. Concerning
he cross-linking phenomenon, until now, no extensive study
as been reported on the DNA–DNA interstrand cross-linking
nduced by �-irradiation. For instance, it is well documented
hat thymine- or cytosine-purine intrastrand cross-linking is the

ain product identified from �-irradiated DNA [54,55]. Further-
ore, several studies showed that �-irradiation can induce the
NA protein cross-linking, which results in the combination
etween radicals of base and aromatic amino acid of proteins
42,56,57]. This phenomenon could be monitored by FT-IR,
hich showed an increase of bands at 1650 cm−1 and the appear-

nce of new band located at 1540 cm−1. These bands could be
espectively assigned to amide band I and band II of protein
ackbone. This could be constituted an explanation why the
bsorption ratio 260/280 nm is slightly weak for DNA irradi-
ted at high doses (1.6) compared to those irradiated with low
oses (1.8). However, FT-IR spectra of DNA irradiated at 8 and
6 kGy show obviously these amide bands suggesting this phe-
omenon occurred at high doses of �-irradiation.

In the present study, D10 determination showed that the
adiotolerance of this bacterium (0.52 kGy) is five-fold higher
han E. coli (0.11 kGy), although both belong to the family
nterobacteriacea. Several factors could be involved for expla-
ation of bacterium radiotolerance. As mentioned above for D.
adioduran, it is probable that P. agglomerans uses the same
epair pathways or there are repair functions encoded among its
enes [14]. These hypotheses emphasize repair of DNA damage
aused by the direct effects of �-photons and the indirect effects
f reactive oxygen species (ROS) induced during irradiation.

Recently, Daly et al. [9] showed that the ring-like organization
f the chromosomes is unlikely to play a role in radiation resis-
ance. Instead, it is the very high intracellular concentration of
anganese (Mn) ions relative to iron (Fe) that is critical. Rather

han providing protection against the initial burst of radiation,
igh intracellular Mn might act against sudden increases in dam-
ging ROS during the recovery from radical injury. No extensive
tudy for P. agglomerans has been reported on the intracellular
oncentrations of Mn and Fe ions. For instance, Francis et al. [58]
howed that P. agglomerans is able under anaerobic conditions
f coupling acetate oxidation to dissimilatory metal reduction,
ainly Mn and Fe. It is important to note that Mn is essential

or the detoxification of ROS in most bacteria, principally as a
o-factor for the Mn-dependent enzyme superoxide dismutase
Mn-SOD). In this context, it is possible that P. agglomerans
ses this pathway of metal reduction to accumulate intracellu-
ar Mn ions, which react directly with ROS and/or indirectly as
o-factor for enzyme defensive systems (i.e. SOD). This could
e an important mechanism to explain the radiotolerance of P.
gglomerans.

It is also interesting to mention that although P. agglomer-
ns and E. coli belong to the family Enterobacteriacea, they
ccupy however different ecological niches. E. coli inhabits

he intestinal tracts of humans or other vertebrates, whereas
. agglomerans is an epiphytic bacterium found primarily in
oil, water, plants, insects, etc. Generally, epiphytic bacteria are
ubject to various environmental stresses, including extremes

R

1 (2007) 1969–1975

f temperature and both UV and visible light irradiations. To
urvive, these bacteria have apparently evolved diverse adapta-
ions, which enhance stress tolerance. Several studies [24–27,59]
eported that the epiphytic bacteria have developed a superior
tress tolerance, particularly P. agglomerans. This bacterium
s able to synthesize yellow pigments, presumably carotenoids
24,59], which might serve to protect against ROS resulting
rom absorption of visible light by chlorophyll present in the
ost plant. Speculations about the possible role of carotenoids
r other membrane pigment were equally reported. According to
emee et al. [21], D. radiodurans strains containing carotenoids
re more resistant to •OH than the colorless ones.

. Conclusion

In conclusion, FT-IR spectroscopy is a useful method for
nvestigation of radiation damages to the radiation resistance
f bacteria. This very sensitive technique allows detection of
he deleterious effects of �-radiations and thus the phenomenon
f DNA–protein cross-linking. Several damages to structural
nits of P. agglomerans DNA were detected by FT-IR at various
oses of �-irradiation. Generally, it appears that modifications of
ases are the lethal consequences. The radiation resistance of P.
gglomerans could be explained by various mechanisms to toler-
te at a certain high dose of �-irradiation. It is possible that this
acterium uses the conventional repair pathways with greater
fficiency than E. coli. The accumulation of intracellular Mn ions
onstitutes also significant factors involving the antioxidative
nzymes systems (e.g. Mn-SOD) and non-enzymatic systems
uch as carotenoids. Thus, infrared spectroscopy is becoming
n interesting tool for the diagnosis of damage induced in any
iological cell and for monitoring the sensitivity and/or the repair
echanism following injury. Further research on the radiation

esistance of P. agglomerans should be emphasized on the FT-
R analysis of DNA isolated from post-irradiation reincubated
ells, which allows to monitor the repair system effectiveness.
ddition of protein synthesis inhibitor (i.e. chloramphenicol)

eems equally interesting to highlight the resistant mechanism.
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hercheurs et l’aide à la recherche, Government of Quebec,
anada) University-Industry Graduate Studentship granted to
LT is also gratefully acknowledged. Thanks are due to MDS
ordion for irradiation procedures.
eferences

[1] E. Cadenas, Ann. Rev. Biochem. 59 (1989) 79–110.
[2] M.S. Cooke, M.D. Evans, M. Dizdaroglu, J. Lunec, FASEB J. 17 (2003)

1195–1214.



nta 7

[
[
[
[
[

[

[

[
[

[
[
[

[
[
[
[

[

[

[

[
[
[

[
[

[

[

[

[

[

[

[

[

[

[
[
[
[

[

[

[

[

[
[
[

[

[
[
[

C. Le-Tien et al. / Tala

[3] D.C. Malins, N.L. Polissar, S.J. Gunselman, Proc. Natl. Acad. Sci. 93
(1996) 2557–2563.
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bstract

High-speed counter-current chromatography (HSCCC) coupled with evaporative light scattering detection (ELSD) was successfully applied to
reparative separation and purification of verticine and verticinone from crude extracts of Bulbus Fritillariae Thunbergii by a one-step separation,

sing chloroform–ethanol–0.2 mol L−1 hydrochloric acid (3:2:2, v/v/v) as a solvent system. HPLC analysis of the fractions collected on the
reparative HSCCC of 200 mg of crude extracts showed that the purity of verticine (25.6 mg) was 96.8% and that of verticinone (10.3 mg) was
5.4%. The chemical identities of these components were confirmed by 1H NMR and EI–MS.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Bulbus Fritillariae Thunbergii (Chinese name zhebeimu) is
famous Chinese medicine, which is derived from the bulbs of

he genus Fritillaria thunbergii Miq. (Liliaceae) [1]. It has been
sed as one of the most important antitussive and expectorant
rugs for more than 2000 years [2]. Extensive chemical studies
ave been conducted by many research groups [3–6]. A num-
er of ingredients were found in Bulbus Fritillariae Thunbergii
ncluding isosteroidal alkaloids, steroidal alkaloids and non-
lkaloids. Furthermore, pharmacological studies demonstrate
hat isosteroidal alkaloids are the primary active ingredients
esponsible for the antitussive activity. Among these alkaloids,
erticine and verticinone (Fig. 1) are the most representative
7].
The conventional method of purifying verticine and verti-
inone was to utilize column chromatography, which required
everal steps, and resulted in low recovery yields [8]. High-

∗ Corresponding author. Tel.: +86 21 64252967; fax: +86 21 64252967.
E-mail address: yjshen@ecust.edu.cn (Y. Shen).
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c
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p

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.08.023
e; Verticinone; Evaporative light scattering detection

peed counter-current chromatography (HSCCC), being as a
upport free liquid–liquid partition chromatography, eliminates
rreversible adsorption of sample onto the solid support. This

ethod has been successfully applied to the separation and
urification of various natural products [9–12], and several
eports have tried the HSCCC coupled with evaporative light
cattering detection (ELSD) [13]. However, few studies have
een focus on Bulbus Fritillariae Thunbergii. In this paper, high-
peed counter-current chromatography is coupled with evapora-
ive light scattering detection for separation and purification of
erticine and verticinone from the extracts of Bulbus Fritillariae
hunbergii by a one-step HSCCC separation.

. Experimental

.1. Materials

Bulbus Fritillariae Thunbergii (Zhejiang, China) was pur-

hased from Shanghai Kangqiao Medical Factory, authenticated
y Shanghai Chinese Traditional Medicine Research Institute
nd fitted for Chinese Pharmacopoeia. All solvents used for the
reparation of crude extracts and HSCCC separation were of
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Fig. 1. Chemical structures of verticine and verticinone.

nalytical grade (Chinese Medication Group Shanghai Chemical
eagent Company, Shanghai, China). Methanol (Merck), ace-

onitrile (Merck) and pure water used for HPLC was treated with
AGA-30D Super Pure Water System (Saga Electronic Tech-
ology, Co., Ltd., Shanghai, China). Verticine and verticinone
tandard samples were purchased from National Institute for the
ontrol of Pharamaceutical and Biological Products, Ministry
f Health, Beijing, China.

.2. Preparation of crude samples

The 100 g dried Bulbus Fritillariae Thunbergii was ground
o powder (60 mesh) by a disintegrator (Shanghai Experimen-
al Instrument Company, Shanghai, China) and loaded into

icrowave extractor (Model VIP 272, National Engineering
esearch Center for Chinese Traditional Medicine, Shanghai,
hina) and extracted at 680 W of microwave power in 90%
thanol (with a ratio of the powder to solvent 1:10) for 20 min.
he extraction solution was filtered and concentrated to dryness
y rotatory evaporator under reduced pressure and dried under
acuum (ZK 82J electrothermal vacuum desiccator, Shanghai
xperimental Instrument Company). The residue was stored in
desiccator.

.3. Selection of two-phase solvent system

The selection of the two-phase solvent system for the target
ompounds is the most important step in HSCCC, which may
ccount for 90% of the entire work in HSCCC [14]. Two princi-
les are generally followed. First, a suitable partition coefficient
K), which is the ratio of solute distributed between the mutu-
lly equilibrated two solvent phases. The suitable K-value for
SCCC are in the range of 0.5–1.0; second, higher retention of

he stationary phase normally results in better peak resolution.
f the setting time of the two-phase solvent system is less than

0 s, the solvent system would provide satisfactory retention
f the stationary phase. A two-phase solvent system composed
f chloroform–ethanol–0.2 mol L−1 hydrochloric acid (3:2:2,
/v/v) was chosen for the separation and purification of the crude
xtracts.

v
s
(
A
l
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.4. High-speed counter-current chromatography (HSCCC)

.4.1. Instrumentation
The preparative HSCCC instrument (Model TBE-300A,

hanghai Tauto Biological Company, China) was equipped with
hree preparative coils connected in series (diameter of polyte-
rafluoroethylene (PTFE) tube, 2.6 mm; total volume, 119 mL)
nd a 10 mL sample loop. The revolution speed of the instru-
ent is regulated with a speed controller in the range between
and 999 rpm. Constant temperature circulator (HX-1050, Bei-

ing Boyikang Experimental Apparatus Company, China) was
sed to control the temperature. The solvent was pumped into the
olumn with the AKTA purifier pump P-900 (Amersham, USA)
t a flow rate of up to 10 mL/min and pressure up to 25 MPa.
n optimum speed of 1.2 mL/min was used in the experiment.
he continuous monitoring of the effluent was achieved with
vaporative light scattering detection (Alltech ELSD 2000ES,
lltech, USA).

.4.2. HSCCC separation procedure
The multiplayer coiled column was first fully filled with the

pper phase (stationary phase) and lower phase (mobile phase)
imultaneously at a flow rate of 10 mL/min. Then the lower phase
lone was pumped at a flow rate of 1.2 mL/min. In the mean-
ime, the HSCCC apparatus was rotated at 800 rpm, constant
emperature was 25 ◦C. After 30 min, the lower phase emerged
n the effluent and hydrodynamic equilibrium was established
n the column. A sample solution containing 200 mg Bulbus
ritillariae Thunbergii extracts in 10 mL of the lower phase of

he two-phase solvent system was injected through the injec-
ion valve. The effluent was continuously monitored by ELSD
nd each peak fraction was manually collected according to the
hromatogram. After using thin layer chromatography (TLC) as
primary comparison with the standard sample of verticine and
erticinone, HPLC analysis was carried out.

.5. HPLC analysis, mass spectrometry and 1H NMR
dentification of the fractions

HPLC analysis was performed with an Agilent/HP 1100
eries (Agilent, USA) equipped with an Alltech ELSD 2000ES
etector (Alltech USA). The Agilent/HP 1100 series HPLC
as consisted of a vacuum degasser, quandary pump, ther-
ostated column compartment, diode array detection and injec-

ion valve with a 20 �L loop. The crude extracts of Bulbus
ritillariae Thunbergii and each purified peak fraction from

he preparative HSCCC separation were analyzed by HPLC
Agilent Exlipse XBD C18 column, 5 �m, 4.6 mm × 150 mm),
luted with acetonitrile–water–diethylamine (70:30:0.3, v/v/v)
t a flow rate of 1.0 mL/min, and column temperature was 30 ◦C.
LSD parameters were as follows: drift tube temperature, 90 ◦C;
as flow, 2.4 L min−1; impactor, off. The purified fractions of
erticine and verticinone obtained from the preparative HSCCC

eparation were analyzed by electron impact mass spectroscopy
EI–MS) (GC-TOFMS, Micromass, UK) and 1H NMR (Bruker
dvance 500 MHz spectrometer referenced to tetramethylsi-

ane), respectively.
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Table 1
The K-values of verticine and verticinone in different two-phase solvent systems

Solvent system K-value

Verticinone Verticine

n-Butanol–ethyl acetate–water (2:3:5, v/v/v) 18 15
n-Butanol–ethyl acetate–water (1:2:3, v/v/v) 16 14
n-Butanol–ethyl acetate–water (2:1:3, v/v/v) 16 15
n-Hexane–diethyl ether–ethanol–water

(1:5:2:5, v/v/v/v)
1.68 3

Chloroform–ethanol–water (4:2:2, v/v/v) 1.67 2.06
Chloroform–ethanol–0.2 mol L−1

hydrochloric acid (2:3:2, v/v/v)
0.98 1.02

Chloroform–ethanol–0.2 mol L−1

hydrochloric acid (3:2:2, v/v/v)
0.87 1.16

Experimental procedure: 5 mL of each phase of the pre-equilibrated two-phase
solvent system was poured in a 20 mL test tube and 10 mg of the sample was
added. The tube was ultrasonic for 2 min and waited the solvent to separate
completely. A 100 �L of each layer was taken out and evaporated. The residue
w
K
v

3

3
t

v
T
t
b
A
H
s
1
(
a
3
T

Fig. 2. Chromatogram of crude extracts of Bulbus Fritillariae Thunbergii
by HSCCC. Peak 3, verticinone; peak 5, verticine. Experimental condition:
two-phase solvent system; chloroform–ethanol–0.2 mol L−1 hydrochloric acid
(3:2:2, v/v/v); stationary phase, upper phase; mobile phase, lower phase; flow-
rate, 1.2 mL/min; rotary speed, 800 rpm; ELSD condition: drift tube temperature,
6 ◦ −1
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as dissolved in 1 mL methanol and analyzed by HPLC for the K-value. The
-value was expressed as the peak area of target compound in the upper phase
s. in the lower phase.

. Results and discussion

.1. HSCCC separation of verticine and verticinone from
he crude extract

In the HSCCC experiment, a good solvent system can pro-
ide an ideal partition coefficient (K) for the target compounds.
he most suitable K-value of the target compounds is close

o 1. In our experiment, two compounds want to be separated
y one solvent system, so they must have different K-values.
ccording to solubility of verticine and verticinone, preliminary
SCCC studies were carried out with seven different two-phase

olvent systems, such as n-butanol–ethyl acetate–water (2:3:5,
:2:3, 2:1:3, v/v/v), n-hexane–diethyl ether–ethanol–water

1:5:2:5, v/v/v/v), chloroform–ethanol–water (4:2:2, v/v/v)
nd chloroform–ethanol–0.2 mol L−1 hydrochloric acid (2:3:2,
:2:2, v/v/v). The measured K-values are shown in Table 1.
he two-phase solvent systems of n-butanol–ethyl acetate–water

P
s
l

ig. 3. HPLC chromatogram of crude extracts of Bulbus Fritillariae Thunbergi (A)
nd the standard sample of verticine and verticinone (D). Experimental condition:
cetonitrile–water–diethylamine (70:30:0.3); flow rate, 1.0 mL/min; temperature, 3
mpactor, off.
4.8 C; gas flow, 2.1 L min ; impactor: off, sample size, 200 mg of crude
xtracts dissolved in 10 mL of the lower phase; retention of the stationary phase,
.58; separation temperature, 25 ◦C.

nd n-hexane–diethyl ether–ethanol–water did not give effec-
ive separation. The chloroform–ethanol–water system gave
ood result, however, it also led to emulsification. In the sub-
equent studies, this system was replaced with chloroform–
thanol–0.2 mol L−1 hydrochloric acid. After comparison of
ifferent ratios, chloroform–ethanol–0.2 mol L−1 hydrochloric
cid (3:2:2, v/v/v) gave the best separation.

Other factors such as the revolution speed of the separation
olumn, the flow rate of the mobile phase and the separation tem-
erature, were also investigated. Emulsification seemed to occur
hen the revolution speed is higher than 800 rpm. Ultimately,
flow rate of 1.2 mL/min, a revolution speed of 800 rpm and

eparation temperature of 25 ◦C gave the best separation. Fig. 2
howed the preparative HSCCC separation chromatogram. A
5.6 mg of verticine and 10.3 mg of verticinone were obtained
rom the 200 mg crude extracts.

.2. HPLC analysis
The method of HPLC analysis was referenced in Chinese
harmacopoeia (2005). The crude samples and peak fractions
eparated by HSCCC were analyzed by HPLC under the ana-
ytical conditions described in Section 2.5. The chromatograms

, peak 5 from preparative HSCCC (B), peak 3 from preparative HSCCC (C)
Aglient Exlipse XBD C18 column (5 �m, 4.6 mm × 150 mm); mobile phase,
0 ◦C; ELSD condition: drift tube temperature, 90 ◦C; gas flow, 2.4 L min−1;



1 ta 71

w
t
w
t
p

3

e
3
2
E
P
(
5
1
[
v

4

p
u
n
a

t
a

A

a
T

R

[

[

876 Z. Liu et al. / Talan

ere shown in Fig. 3. The purified samples of verticine and ver-
icinone calculations were made by comparison of the peak area
ith the standard. The results showed that peak 3 corresponded

o verticinone and peak 5 corresponded to verticine, and their
urity were 95.4 and 96.8%, respectively.

.3. Structural identification

The identities of peaks 3 and 5 in HSCCC were determined by
lectron impact mass spectroscopy (EI–MS) and 1H NMR. Peak
1H NMR (CDCl3) δ (ppm): 0.78 (s, 3H, 19-CH3), 1.02 (s, 3H,
1-CH3), 1.08 (d, J = 7.0 Hz, 3H, 27-CH3), 3.58 (m, 1H, 3-CH);
I–MS: m/z, 429 (M+), 414, 384, 372, 154, 124, 112 (100%).
eak 5 1H NMR (CDCl3) δ (ppm): 0.82 (s, 3H, 19-CH3), 1.05
s, 3H, 21-CH3), 1.10 (d, J = 7.1 Hz, 3H, 27-CH3), 1.25 (m, 1H,
-CH), 3.60 (m, 1H, 3-CH); EI–MS: m/z, 431 (M+), 412, 386,
54, 112 (100%). Compared with the data given in reference
15], the compounds in peaks 3 and 5 were verticinone and
erticine, respectively.

. Conclusion

The overall results of our studies indicated that HSCCC cou-

led with evaporative light scattering detection was successfully
sed for separation and purification of verticine and vertici-
one from Bulbus Fritillariae Thunbergii. The present study
lso demonstrated that HSCCC coupled with ELSD is a powerful

[

[
[
[

(2007) 1873–1876

ool to monitor separation and purification of non-chromophoric
ctive substances from natural medicines.

cknowledgements

Financial supports from Shanghai Commission of Science
nd Technology and National Engineering Research Center for
raditional Chinese Medicine are gratefully acknowledged.

eferences

[1] Pharmacopoeia of the People’s Republic of China, the first division of 2005
edition, China Chemical Industry Press, Beijing, 2005, p. 205.

[2] Z.J. Shang, X.L. Liu, Chin. J. Med. Hist. 25 (1995) 38.
[3] D.M. Xu, Y.J. Xu, Chin. Trad. Herbal Drugs 22 (1991) 132.
[4] G. Lin, Y.P. Ho, P. Li, X.G. Li, J. Nat. Prod. 58 (1995) 1662.
[5] P. Li, G.J. Xu, L.S. Xu, Y.X. Wang, Phytother. Res. 9 (1995) 460.
[6] P. Li, X.G. Li, G.J. Xu, J. Chin. Pharm. Univ. 21 (1990) 198.
[7] P. Li, H. Ji, S. Zhou, Chin. Trad. Herbal Drugs 24 (1993) 475.
[8] J.X. Zhang, G.E. Ma, A.N. Lao, R.S. Xu, Acta Pharm. Sin. 26 (1991)

231.
[9] F.Q. Yang, T.Y. Zhang, R. Zhang, Y. Ito, J. Chromatogr. A 829 (1998) 137.
10] X.L. Cao, Y. Tian, T.Y. Zhang, X. Li, Y. Ito, J. Chromatogr. A 855 (1999)

709.
11] T.H. Huang, P.N. Shen, Y.G. Shen, J. Chromatogr. A 1066 (2005) 239.

12] J.H. Chen, F.G. Wang, F.S.C. Lee, X.R. Wang, M.Y. Xie, Talanta 69 (2006)

172.
13] X. Cao, Y. Ito, J. Chromatogr. A 1021 (2003) 117.
14] Y. Ito, J. Chromatogr. A 1065 (2005) 145.
15] K. Kanwho, M. Tanaka, K. Haruki, Chem. Pharm. Bull. 28 (1980) 1345.



A

c
b
S
T
w
o
d
©

K

1

i
a
n
l
s
t
g
m
g
[
w
e
i

0
d

Talanta 71 (2007) 1842–1848

Voltammetric determination of glucose based on reduction of
copper(II)–glucose complex at lanthanum hydroxide

nanowire modified carbon paste electrodes

Li Liu a, Jun-feng Song a,∗, Peng-fei Yu b, Bin Cui b

a Institute of Analytical Science, Northwest University, Xi’an 710069, China
b Department of Chemistry, Northwest University, Xi’an 710069, China

Received 13 June 2006; received in revised form 2 August 2006; accepted 5 August 2006
Available online 28 November 2006

bstract

A novel voltammetric method for the determination of �-d-glucose (GO) is proposed based on the reduction of Cu(II) ion in Cu(II)(NH3)4
2+–GO

omplex at lanthanum(III) hydroxide nanowires (LNWs) modified carbon paste electrode (LNWs/CPE). In 0.1 mol L−1 NH3·H2O–NH4Cl (pH 9.8)
uffer containing 5.0 × 10−5 mol L−1 Cu(II) ion, the sensitive reduction peak of Cu(II)(NH3)4

2+–GO complex was observed at −0.17 V (versus,
CE), which was mainly ascribed to both the increase of efficient electrode surface and the selective coordination of La(III) in LNW to GO.
he increment of peak current obtained by deducting the reduction peak current of the Cu(II) ion from that of the Cu(II)(NH3)4

2+–GO complex

as rectilinear with GO concentration in the range of 8.0 × 10−7 to 2.0 × 10−5 mol L−1, with a detection limit of 3.5 × 10−7 mol L−1. A 500-fold
f sucrose and amylam, 100-fold of ascorbic acid, 120-fold of uric acid as well as gluconic acid did not interfere with 1.0 × 10−5 mol L−1 GO
etermination.

2006 Elsevier B.V. All rights reserved.

Gluc

m
t
B
i
b
s
m
s
t
c

p
a

eywords: Glucose; Lanthanum hydroxide nanowires; Carbon paste electrode;

. Introduction

Quantitative determination of �-d-glucose (GO) is of great
mportance in clinical, biological and pharmacy samples as well
s food processing and fermentation. The electrochemical tech-
ique for GO detection was introduced to achieve a low detection
imit and low-cost equipment. Various electrochemical detection
trategies have been designed, which continue to use essen-
ially two ways. One way is based on the enzymatic reaction
enerally using glucose oxidase (GOD). Recently, metal and
etal oxide [1,2], metal hexacyanoferrates [3–5], methyl violo-

en [6], metal–organic complexes [7–12], ferrocene derivatives
13–17], nanoparticles [18–23] and others are co-immobilized

ith GOD on electrode surface. These substances were used

ither as the catalyst to reduce the operation potential for mon-
toring the product of the enzymatic reaction, as the redox

∗ Corresponding author. Tel.: +86 29 8830 3448; fax: +86 29 8830 3448.
E-mail address: songjunf@nwu.edu.cn (J.-f. Song).
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ose–copper(II) complex

ediators to accelerate the enzymatic reaction or as electron
ransfer mediators to realize the direct electron transfer of GOD.
ut it still suffers from the problem of stability and biocompat-

bility due to the intrinsic nature of enzyme. The other way is
ased on the direct electro-oxidation of GO on different sub-
trates such as metal [24–26], various alloys electrodes [27–31],
etal–complex modified electrodes [32,33] and others [34] in

trongly alkaline media. However, the practical application of
hese methods based on the direct electro-oxidation of GO is
onfined by low sensitivity and poor selectivity.

It has been proved that nanomaterials with many attractive
roperties such as carbon nanotubes have brought a series of
dvantages in developing sensing systems for biomolecule. Up
o now, more attention has been paid to the functionalization of
anomaterials for further improving the function of nanomate-
ials. Prospectively, when nanomaterials with some additional

roperties were used as electrode materials, these properties
ould endow electrochemical methods with novel character.
Lanthanum(III) hydroxide nanowires (LNWs) as new rare

arth nanaomaterial have some unique properties such as
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ptical, catalytic and magnetic properties [35,36]. In addition,
t is known that La(III) and Cu(II) ions can coordinate with
O through deprotonated and free hydroxyl groups in alkaline
edia, respectively, and the coordination sites in GO are

ifferent, for La(III) ion the hydroxyl group at C-2 and C-3
r C-3 and C-4 [37,38], for Cu(II) ion most probably the
ydroxyl group at C-1 and oxygen atom at C-5 [39–41]. By
onsidering these, in this work, LNWs were immobilized
n carbon paste electrode (CPE) to prepare LNWs modified
arbon paste electrode (LNWs/CPE), Cu(II) ion in ammonium
edium was used to transfer electroinactive GO into elec-

roactive Cu(II)(NH3)4
2+–GO complex and the voltammetric

ehavior of the Cu(II)(NH3)4
2+–GO complex at LNWs/CPE

as been investigated. The reduction peak current of the
u(II)(NH3)4

2+–GO complex was greatly enhanced, and the
elated mechanism was discussed. Based on this, a sensitive
nd selective method for GO determination was proposed.

. Experimental

.1. Apparatus

A JP-303 polarographic analyzer (Chendu Instrument Fac-
ory, Chendu, China) is used for single sweep voltammetry and

CHI 660 electrochemical workstation (CH Instrument Inc.,
SA) is used for cyclic voltammetry. A three-electrode config-
ration includes a homemade LNWs/CPE working electrode,
platinum wire counter electrode and a saturated calomel ref-

rence electrode (SCE). All the potentials quoted in this work
re referred to the SCE. All the measurements are carried out at
oom temperature.

.2. Materials

GO was of analytical reagent grade (purity > 99%, Yix-
ng Chemical Reagent Factory No. 3, Yixing, China). A
.0 × 10−2 mol L−1 GO stock standard solution was prepared
n aqueous solution. Working standard solutions were prepared
y appropriate dilution of the stock standard solution with
ater. A 1.0 × 10−2 mol L−1 Cu(II) solution and 1.0 mol L−1

H3·H2O–NH4Cl buffer (pH 9.8) were prepared. All chem-
cals were of analytical reagent grade. Twice distilled water
as used throughout. LNWs were prepared by hydro-thermal
ethod [35,36], and were directly used without any further treat-
ent. The transmission electron microscopy (TEM) micrograph

f LNWs is showed in Fig. 1. As can be seen, that any impuri-
ies were hardly found, the LNWs had an average diameter of
5–20 nm.

.3. Electrode preparations

Unmodified carbon paste electrode was prepared by mixing
.0 g graphite powers and 0.2 mL paraffin oil adequately in agate

ortar. A portion of the resulting paste was then packed firmly

nto the electrode cavity (2.6 mm diameter) of a PTFE sleeve.
lectrical contact was established via a copper wire. Other mod-

fied CPEs were prepared in the similar manner. The LNWs/CPE

s
N
b

Fig. 1. TEM image of La(OH)3 nanowires.

as prepared by mixing 0.98 g graphite powders, 0.02 g LNWs
nd 0.2 mL paraffin oil. The carbon nanotubes (CNT) modified
PE (CNT/CPE) was prepared by mixing 0.98 g graphite pow-
ers, 0.02 g CNT and 0.2 mL paraffin oil. And the La(NO3)3
odified CPE (La(NO3)3/CPE) was prepared as following:

.02 g La(NO3)3 was dissolved in 2 mL water. Then the solution
as mixed with 0.98 g graphite powders. After evaporating the

olvent water at room temperature, La(NO3)3/CPE was prepared
y mixing the obtained dry powers with 0.2 mL paraffin oil. The
urface of all the modified and unmodified CPEs were carefully
moothed on weighing paper and rinsed with water prior to each
easurement.

.4. General procedure

After mixing appropriate GO and 5.0 × 10−5 mol L−1 Cu(II)
on in 0.1 mol L−1 NH3·H2O–NH4Cl buffer (pH 9.8) for 35 min,
he obtained solution was transferred into a voltammetric cell.
he second-order derivative single sweep voltammogram was

ecorded by applying a cathode-going potential scan from 0.5
o −0.5 V at 100 mV s−1. The second-order derivative reduction
eak current i′′p of the Cu(II)(NH3)4

2+–GO complex at −0.17 V
as measured. The increment�i′′p of peak current was obtained

y deducting the reduction peak current of the Cu(II)(NH3)4
2+

on from that of the Cu(II)(NH3)4
2+–GO complex, the calibra-

ion curve was obtained by plotting the increment �i′′p of the
eduction peak current versus GO concentration. Cyclic voltam-
etry was conducted under the same experimental condition.

After each measurement, the LNWs/CPE was regenerated by

uccessive potential cycling in the range of 0.5 to −0.5 V in the
H3·H2O–NH4Cl buffer (pH 9.8) several times until the stable
ackground current was obtained. If necessary, the electrode
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urface was renewed by pushing a folium (2–3 mm in thickness)
f the carbon paste of the tube out, then polishing and washing
ith water.

.5. Samples analysis

A 1.00 mL of GO injection (Xi’an Lijun Pharmaceutical Co.
td., China) was diluted in 250 mL volumetric flask with water.
he determination of GO in the obtained sample solution was
erformed according to the general procedure mentioned above.
he content of GO in the sample was calculated according to

he calibration curve.

. Results and discussion
.1. Voltammetric behavior of GO at LNWs/CPE

Typical cyclic voltammetric curves at LNWs/CPE in
.1 mol L−1 NH3·H2O–NH4Cl buffers (pH 9.8) are shown in

a
a
i
i

ig. 2. Cyclic voltammograms at the LNWs/CPE (A), CNT/CPE (B), bare CPE (
ontaining (a) 1.0 × 10−4 mol L−1 GO, (b) 5.0 × 10−4 mol L−1 Cu (II) and (c) 5.0 ×
(2007) 1842–1848

ig. 2A, when GO was present alone, no voltammetric response
as observed (Fig. 2A, curve a). When Cu(II) ion was present
nly, a pair of the well-defined redox peaks were observed
Fig. 2A, curve b). A reduction peak at −0.12 V was the reduc-
ion of Cu(II)(NH3)4

2+ ion, and an oxidation peak at −0.02 V
as the oxidation of Cu(0). However, up adding GO, the reduc-

ion peak current of Cu(II)(NH3)4
2+ ion was greatly enhanced

y about 620% accompanying with a potential shift of 50 mV in
egative direction, whilst the oxidation peaks current of Cu(0)
as also increased by about 180% accompanying with a poten-

ial shift of 30 mV in positive direction (Fig. 2A, curve c). The
ittle shift of peak potential was attributed to the re-formation of
he Cu(II)(NH3)4

2+–GO complex in ammonium buffer [32].
In order to check the reasons on great increase of the voltam-

etric responses, the voltammetric responses of K3Fe(CN)6

nd Cu(II)(NH3)4

2+–GO complex at bare CPE, LNWs/CPE
nd CNT/CPE with the same geometrical surface were exam-
ned, respectively. As shown in Fig. 3, K3Fe(CN)6 exhib-
ted a pair of redox peaks at bare CPE in pH 6.7 phosphate

C) and La(NO3)/CPE (D) in 0.1 mol L−1 NH3·H2O–NH4Cl buffer (pH 9.8)
10−4 mol L−1 Cu (II) and 1.0 × 10−4 mol L−1 GO. Scan rate 0.1 V s−1.
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ig. 3. Cyclic voltammograms (CV) of 1.0 × 10−3 mol L−1 K3Fe(CN)6 at bare
PE (a), CNT/CPE (b) and LNWs/CPE (c). Supporting electrolyte: phosphate
uffer (pH 6.7), scan rate 0.1 V s−1.

uffer. The difference�Ep of peak potentials was about 90 mV
nd the ratio iPa/iPc of peak current was about 1 (Fig. 3,
urve a). When LNWs/CPE was instead, the �Ep reduced
o about 80 mV and the iPa/iPc still was about 1 (Fig. 3,
urve c). Moreover, the voltammetric behavior of K3Fe(CN)6
t CNT/CPE was almost the same as that at LNWs/CPE
Fig. 3, curve b). The results demonstrated that the elec-
rode process of K3Fe(CN)6 was reversible at bare CPE,
NT/CPE and LNWs/CPE. However, the peak currents at both
NT/CPE and LNWs/CPE were much higher than that at bare
PE. When scan rate � increased from 50 to 500 m Vs−1,

he peak current of the oxidation peak of K3Fe(CN)6
rown gradually, according to the Randles–Sevcik equation:

pa = 2.69 × 105n3/2AC0DR
1/2 v1/2 and presuming the parame-

ers such as n, C0, DR were constant, the linear regression equa-
ions were ipa (�A) = 0.0298 + 0.1188 v1/2 (mV s−1)1/2, r = 0.999
or the bare CPE, ipa (�A)= 0.3082 + 1.010 v1/2 (mV s−1)1/2,
= 0.999 for the LNWs/CPE, and ipa (�A) = 0.306 + 1.012 v1/2

mV s−1)1/2, r = 0.998 for the CNT/CPE, respectively. From the
atio of slopes of the three equations, the efficient electrode sur-
aces of the LNWs/CPE and CNT/CPE were about 10 times as
arge as that of bare CPE, and the efficient electrode surface of
he LNWs/CPE was almost the same as that of CNT/CPE.

In 0.1 mol L−1 NH3·H2O–NH4Cl buffers (pH 9.8) contain-
ng Cu(II) ion and GO, the reduction peak currents of the
u(II)(NH3)4

2+–GO complex at LNWs/CPE (Fig. 2A, curve c)
as higher about six times than that at CPE (Fig. 2C, curve c).
he increase of the peak current was just related with the increase
f the efficient electrode surface of LNWs/CPE in quatity, which
as owing to the introduction and surface effect of LNW.

Additionally, the voltammetric responses in 0.1 mol L−1

H3·H2O–NH4Cl buffers (pH 9.8) containing Cu(II) ion with
nd without GO at CNT/CPE and LNWs/CPE with the same effi-
ient electrode surface were compared. Without GO, the redox

R
t
r
s

ig. 4. Effect of pH value on reduction peak current of Cu(II)(NH3)4
2+–GO

omplex in NH3·H2O–NH4Cl buffer containing 5.0 × 10−5 mol L−1 Cu(II) and
.0 × 10−5 mol L−1 GO. Scan rate: 0.1 V s−1.

eak currents of Cu(II)(NH3)4
2+/Cu(0) couple at CNT/CPE

ere almost the same as that at LNWs/CPE (Fig. 2B, curve
). On adding the GO, the redox peak currents of Cu(II) ions
ncreased (Fig. 2B, curve c). However, the peak currents of the
u(II)(NH3)4

2+–GO complex at LNWs/CPE were higher about
wo times than that at CNT/CPE. Additionally, the voltammet-
ic responses at La(NO3)/CPE and CPE were also compared
nder the same condition. Up adding GO, the redox peak cur-
ents of the Cu(II)(NH3)4

2+–GO complex increased at both CPE
Fig. 2C, curve c) and La(NO3)3/CPE (Fig. 2D, curve c) to
ifferent extent. However, the increment of the peak current
t La(NO3)3/CPE was higher than that at CPE. The increase
esulted from the chemical coordination reaction of La(III) in
NWs with GO [30,31] because different coordination sites
f La(III) and Cu(II) ions in GO made it possible for the
u(II)(NH3)4

2+–GO complex to re-coordinate with La(III) and
o be accumulated on the LNWs/CPE surface.

In summary, from these results mentioned above, it can be
oncluded that the great increase of the voltammetric responses
f Cu(II)(NH3)4

2+–GO complex at LNWs/CPE resulted from
oth the surface and the chemical coordination function of
NWs.

With the reduction peak current of the Cu(II)(NH3)4
2+–GO

omplex at LNWs/CPE, a highly sensitive and selective method
or GO determination was proposed. Single sweep second-order
erivative voltammetry was employed used to record voltam-
ogram as it can fast run and had good resolving power. The

onditions were optimized.

.2. Effect of pH values

Several alkaline supporting electrolytes such as Britton–

obinson, NH3·H2O–NH4Cl buffers and NaOH solution were

ested. The results showed that the second-order derivative
eduction peaks of the Cu(II)(NH3)4

2+–GO complex were more
table and sensitive in NH3·H2O–NH4Cl buffer than that in



1 ta 71 (2007) 1842–1848

o
t
c
T
w
b
r
a
c
p
c
o
C
f
T
n
p

3

C
t
C
C
b
c
t
t
t
u
w

3

L

F
C
5

F 2+

c
C

p
t
a
d
d

3

N
o
g
n
t

846 L. Liu et al. / Talan

ther media. The effect of pH values on the second-order deriva-
ive reduction peak currents of the Cu(II)(NH3)4

2+–GO mixed
omplex was examined in the pH range of 8.0–11.0 (Fig. 4).
he peak currents increased with the increase of pH values
hen pH value was less than 9.7, and kept almost unchanged
etween pH 9.7 and 9.8. When pH value was above 8.3, the
eduction peak of the Cu(II)(NH3)4

2+–GO complex broadened
nd the peak current reduced, which might resulted from the
hange of the composition of the Cu(II)(NH3)4

2+–GO com-
lex. Thus, 0.1 mol L−1 NH3·H2O–NH4Cl buffer (pH 9.8) was
hosen as supporting electrolyte. Meanwhile, with the increase
f pH values, the peak potentials of reduction peak of the
u(II)(NH3)4

2+–GO complex shifted positively, and obeyed the
ollowing equations: Epc (V) = −0.545 + 0.051pH (r = 0.997).
he shift of peak potential might depend on the different coordi-
ation states of the Cu(II)(NH3)4

2+–GO complex under different
H conditions.

.3. Effect of Cu(II) ion concentration

As the measurement depended on the formation of the
u(II)(NH3)4

2+–GO complex and the reduction of Cu(II) ion in
he Cu(II)(NH3)4

2+–GO complex at LNWs/CPE, the effect of
u(II) ion concentration was examined. The results showed that
u(II) ion concentration was closely related to the peak current
ut hardly to the peak potential. As shown in Fig. 5, the peak
urrent increased with Cu(II) ion concentration increasing in
he range of (0–4.0) × 10−5 mol L−1. When Cu(II) ion concen-
ration was in the range of 4.0 × 10−5 to 5.0 × 10−5 mol L−1,
he peak current achieved a maximum value and was nearly
nchanged. Accordingly, the final concentration of Cu(II) ion
as 5.0 × 10−5 mol L−1.
.4. Effect of the mass radio of LNW in LNWs/CPE

Experimental results showed that the mass radio of LNW in
NWs/CPE had a significant influence on peak current but not on

ig. 5. Effect of Cu (II) concentration on reduction peak current of
u(II)(NH3)4

2+–GO complex in NH3·H2O–NH4Cl buffer (pH 9.8) containing
.0 × 10−5 mol L−1 Cu (II) and 1.0 × 10−5 mol L−1 GO. Scan rate: 0.1 V s−1.
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ig. 6. Effect of reaction time on reduction peak current of Cu(II)(NH3)4 –GO
omplex in NH3·H2O–NH4Cl buffer (pH 9.8) containing 5.0 × 10−5 mol L−1

u (II) and 1.0 × 10−5 mol L−1 GO. Scan rate: 0.1 Vs−1.

eak potential. The maximum peak current was obtained when
he mass ratio of LNW and graphite power was 1:49. However,
s the mass radio of LNW increased further, the peak current
ecreased. Presumably, more LNWs reduced the electronic con-
uctance of the electrode.

.5. Effect of reaction time

When GO was introduced into 0.1 mol L−1 NH3·H2O–
H4Cl buffer (pH 9.8) containing Cu(II) ion, the peak current
f the reduction peak of the Cu(II)(NH3)4

2+–GO complex was
reater, and decreased gradually in half an hour and then it was
early unchanged (Fig. 6). The reason of the decrease might be
hat GO first combined with more Cu(II)(NH3)4

2+ ions to form
ultinuclear oligomers, and the multinuclear oligomers then

radually transformed to be a more stable Cu(II)(NH3)4
2+–GO

omplex through a homogeneous ligand-exchange reaction
etween Cu(II)(NH3)4

2+ ion and GO.

. Analytical performance

.1. Calibration curve for GO

In 0.1 mol L−1 NH3·H2O–NH4Cl buffer (pH 9.8) contain-
ng 5.0 × 10−5 mol L−1 Cu(II) ion, the relationship between
he second-order derivative reduction peak current and GO
oncentration was examined by second-order derivative linear
weep voltammetry at scan rate of 0.1 V s−1. The peak sharp
f the second-order derivative reduction peak recorded was
cute and easy to be measured (Fig. 7), and the increments
i′′p of the peak current were proportional to GO concentration

ver the range of 8.0 × 10−7 to 2.0 × 10−5 mol L−1. The linear

egression equation was �i′′p (�A s−2) = 0.013 + 0.014 × 106C

mol L−1), r = 0.9996. A detection limit of 3.5 × 10−7 mol L−1

as obtained (based on 3s1/m, where s1 is the standard deviation
f the intercept and m is the slope), which was lower than that
f other electrochemical methods reported.
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Table 1
Determination and recovery test of GO in GO injections

Samples (injection) Found (g/250 mL) R.S.D. (%) Added (10−6 mol L−1) Found (10−6 mol L−1) Recovery (%) R.S.D. (%)
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O 9.97 2.1 1.5
10.01 1.9 3.0

.2. Reproducibility

The proposed method showed good reproducibility, the rela-
ive standard deviation (R.S.D.) for eight successive determina-
ions of 5.0 × 10−6 mol L−1 GO at a LNWs/CPE was 2.1%, and
ndividual determination of 5.0 × 10−6 mol L−1 GO using five
ifferent LNWs/CPEs with the same surface area gave a R.S.D.
f 2.8%.

.3. Interferences

In order to further investigate the selectivity of LNWs/CPE,
everal potential interferences were tested. The tolerable limit
as defined as the concentrations of foreign substances,
hich gave an error less than ±5.0% in the determination of
.0 × 10−5 mol L−1 GO. The results showed that 500-fold of
ucrose and amylam, 100-fold of ascorbic acid, as well as 120-
old of uric acid did not interfere with the determination. From
he results, the selectivity of the method is good.

.4. Determination of GO in clinic injections

The proposed method was applied to the determination of GO
n clinic GO injections (10 g per 250 mL). The results (shown in
able 1) were in good agreement with the content marked in
he label. The recovery experiments were carried out by stan-
ard addition method and the recovery ranged from 97.6 to
01.2%, which suggested acceptable accurate and precise of the
ethod.

ig. 7. Second-order derivative voltammetric curves in NH3·H2O–NH4Cl buffer
pH 9.8) containing (a) 5.0 × 10−5 mol L−1 Cu (II); (b) a + 1.0 × 10−5 mol L−1

O. Scan rate: 0.1 Vs−1.
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. Conclusion

In this work, a novel strategy for GO determination was pro-
osed without either enzymatic reaction or direct oxidation of
O. The LNWs as electrode material were provided with dou-
le function, not only increasing the electrode surface but also
hemically coordinating with GO. The sensitive reduction peak
f the Cu(II)(NH3)4

2+–GO complex at LNWs/CPE can be used
or GO determination. Additionally, with the cathodic polarized
peration, more easily oxidizable compounds were tolerated.
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bstract

The interaction of Amido black 10B (AB) with DNA in basic medium was studied in the presence of cetyltrimethylammonium bromide (CTMAB)
ased on the measurements of resonance light scattering (RLS), UV–vis, CD spectra, and RLS imaging. The interaction has been proved to give

ternary complex of CTMAB–DNA–AB in Britton–Robinson buffer of pH 11.55, which exhibits strong negative Cotton effect at 233.3 nm and
42.8 nm, and strong RLS signals characterized at 469 nm. Experiments showed that the enhanced RLS intensities (�IRLS) against the mixture of
B and CTMAB are proportional to the concentration of fish sperm DNA (fsDNA) and calf thymus DNA (ctDNA), respectively over the range of
.03–1.0 and 0.05–1.5 �g ml−1, with the limits of determination (3σ) of 7.3 ng ml−1 for fsDNA and 7.0 ng ml−1 for ctDNA.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Investigation of the interaction of organic small molecules
OSMs) with DNA has been focused on the DNA studies since
SMs are generally employed as molecular structural probes of
iopolymer, the clinic drug candidates targeted to nosogenetic
enes, and the analogues in the study of protein-DNA recogni-
ion [1,2]. Thus, these investigations show high promise to find
ew OSMs as probes in order to therapeutically understand the
echanism of anticancer drug at molecular level, and to design

ew anticancer drugs for clinical use. In addition, the quantitative
eterminations of DNA are generally the basis in genetics. How-
ver, direct spectrofluorometry and spectrophotometry for DNA
etection have been severely limited by poor sensitivity and seri-
us interferences [3] for the low intrinsic absorption. Recently,
resonance light scattering (RLS) technique has attracted the

ttentions of chemist and biochemist, since it is highly sensi-
ive to the binding properties of OSMs with biomolecules [4–8]

nd to the quantification of DNA in real and artificial samples
sing the probes such as cationic porphyrins [9,10], cationic dyes
5,11], metal complexes [12], and metal ion [13]. However, there

∗ Corresponding author. Tel.: +86 23 68254659.
E-mail address: chengzhi@swu.edu.cn (C.Z. Huang).
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scattering (RLS); Cetyltrimethylammonium bromide (CTMAB)

ave been few investigations, in which anionic dyes are applied
s reagents to determine DNA, due to the electrostatic repulsion
etween DNA and anionic dyes.

We found that a ternary complex could be formed if cationic
urfactant such as CTMAB is present acting as a bridge of the
nteraction of DNA and anionic dye. Using Amido black 10B
AB, Fig. 1 displays the molecular structure), an anionic dye as
n example, herein we report the formation and RLS emissions
f a ternary complex of DNA, AB, and CTMAB.

. Experimental

.1. Apparatus

The RLS spectrum and the intensity were measured with
Hitachi F-4500 spectrofluorometer (Tokyo, Japan) fluores-

ence spectrometer by using 1.0 cm quartz fluorescence cell.
bsorption and CD spectra were measured by a Hitachi U-
010 spectrophotometer (Tokyo, Japan) and a Jasco J-810 spec-
ropholarimeter, respectively. A pHS-3C digital pH meter (Leici,
hanghai) was used to detect the pH values of the aqueous solu-
ions. The RLS image was observed through an Olympus IX
0-141 inverted microscope system (Tokyo, Japan) excited with
488 nm light beam emitted from an argon ion laser source (Ion
aser Technology, Shanghai, China).
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with Britton–Robinson buffer of pH 11.55.

Fig. 4 displays the dependence of �IRLS on the concentra-
tion of CTMAB. At low CTMAB concentration,�IRLS is weak
since the interaction only involves in the binding of CTMAB and
Fig. 1. Molecular structu

.2. Reagents

Stock solutions of DNAs were prepared by dissolving
ommercially purchased calf thymus DNA (ctDNA, Shang-
ai Changyan Pharmaceutical factory, Shanghai, China) and
sh sperm DNA (fsDNA, Shanghai Institute of Biochemistry,
hinese Academy of Sciences, Shanghai, China) in doubly
istilled water. These stocks should be stored at 0–4 ◦C with
ccasional gentle shake. The concentration of DNAs is deter-
ined according to the absorbance values at 260.0 nm by using

DNA = 6600 M−1 cm−1 after establishing that the absorbance
atio of A260/A280 was in the range 1.80–1.90 for DNA [14]. In
his experiment, all working solutions of DNA were 20.0 mg l−1.
bout 4.0 × 10−4 M stock solution of Amido black 10B (AB,
hanghai Chemical Reagents Co. Shanghai, China) was pre-
ared by dissolving 0.0617 g of the commercial product in
ater in 250 ml volumetric flash. About 4.0 × 10−4 M stock

olution of cationic surfactant cetyltrimethylammonium bro-
ide (CTMAB, Merk, Germany) was prepared by dissolving

.0364 g of the crystal product in water in 250 ml volumetric
ash. Britton–Robinson buffer solution (pH 11.55) was used

o control the acidity of the system. All chemicals used were
nalytical grade and double deionized distilled water was used
hroughout.

.3. Procedures

To a 20.0 ml test tube, solutions were added in the sequence of
.0 ml 4.0 × 10−4 M CTMAB, 2.0 ml Britton–Robinson buffer
olution, an appropriate volume of DNA solution accord-
ng to the concentration needed or sample solution, 0.5 ml
.0 × 10−4 M AB. The mixture was diluted to 20.0 ml with water
nd mixed thoroughly, then kept still for 20 min prior to the
LS measurements. All RLS spectra were obtained by scanning

imultaneously the excitation and emission monochromators
ith�λ= 0 nm from 250.0 to 700.0 nm. The RLS intensity was
easured at 469.0 nm in a quartz fluorescence cell with slit width

t 5.0 nm for the excitation and emission.

. Results and discussion

.1. Feature of the resonance light scattering spectrum
It can be seen from Fig. 2 that AB, DNA, and CTMAB
ave weak RLS signals. The two binary mixtures, AB–CTMAB
nd DNA–CTMAB, have comparatively higher RLS signals,
ndicating that CTMAB could interact with AB or DNA

F
D
4
c
1

Amido black 10B (AB).

hrough electrostatic attraction. However, the ternary mixture
f CTMAB–AB–DNA has much stronger RLS signals, indi-
ating that CTMAB, DNA and AB could form ternary complex.
he maximum RLS peak exhibit at 469.0 nm, with two shoulder
eaks at 469.0 and 603.0 nm. Furthermore, the enhanced RLS
ntensities of AB–CTMAB–DNA system are in good proportion
o the concentration of DNA at 469.0 nm.

.2. Optimum condition of the interaction

The interaction of DNA, AB, and CTMAB is completed
ithin 20 min, and the enhanced RLS signals (�IRLS, the RLS

ntensity of CTMAB–DNA–AB against CTMAB–AB) remain
table in 2 h. All measurements were made after DNA, AB, and
TMAB were completely mixed for 20 min. In addition, it was

ound that the best order is to mix CTMAB and DNA first, and
hen AB.

Fig. 3 exhibits the effects of pH values on the �IRLS signals
f CTMAB–DNA–AB system. It can be seen that pH obviously
ffects the formation of CTMAB–DNA–AB ternary complex.
IRLS keeps low and stable when pH is less than 11.34, and

hen increases till 11.45. Over the range of 11.45 to 11.90,
IRLS reaches the maximum value and keeps stable again. In

his work, the acidity of the aqueous medium was controlled
ig. 2. Resonance light-scattering (RLS) spectra of AB and its interaction with
NA in the presence of CTMAB. Curves: 1, AB; 2, DNA–AB; 3, CTMAB;
, CTMAB–AB; 5, DNA–CTMAB; 6–8, DNA–CTMAB–AB. Concentrations:

AB, 1.0 × 10−5 M; cCTMAB, 4.0 × 10−5 M; pH, 11.55; cDNA (from 1 to 8): 0,
.0, 0, 0, 1.0, 0.4, 0.8, 1.0 �g ml−1.
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Fig. 5. The absorption spectra of AB and its interaction with DNA in the presence
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ig. 3. The dependence of resonance light-scattering intensity on pH. Condi-
ions: cDNA, 1.0 �g ml−1; cAB,1.0 × 10−5 M; cCTMAB, 3.0 × 10−5 M.

NA, and the binary complex of CTMAB–DNA could not bind
ith AB without excessive positive charges. With the increase of
TMAB, however, excessive positive charge of CTMAB grad-
ally appears and the negatively charged AB could bind to the
inary complex. Micelle will be formed when CTMAB concen-
ration is higher than 4.0 × 10−5 M [15]. Thus, AB is dispersed
nto the micelle and hardly reacts with DNA, and the RLS signals
ecrease.

It was found that the AB concentration obviously effected
IRLS of CTMAB–DNA–AB system. When the concentration

f AB is within the range 1.0 × 10−5 to 1.2 × 10−5 M, the�IRLS
eaches maximum and keeps stable. So, 1.0 × 10−5 M AB is
elected for further research.

About 1.0 mol l−1 NaCl solution was used to adjust the
onic strength. With the increasing NaCl concentration, RLS
ignal of CTMAB–AB keeps constant, whereas, that of

B–CTMAB–DNA decreases, indicating that electrostatic

nteraction exists between CTMAB–AB complex and DNA
16]. When NaCl concentration is higher than 0.07 M, the
nhanced RLS signals keep constant and still strong, indicating

ig. 4. The dependence of RLS intensity on concentration of CTMAB. Condi-
ions: cDNA, 1.0 �g ml−1; cAB, 1.0 × 10−5 M; pH 11.55.
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f CTMAB. Curve 1, CTMAB; curve 2, DNA; curve 3, DNA–CTMAB; curve
, AB–CTMAB; curve 5, AB; curve 6, DNA–CTMAB–AB. Conditions: cDNA,
.5 �g ml−1; cAB, 1.0 × 10−5 M; cCTMAB, 4.0 × 10−5 M; pH, 11.55.

hat other kinds of interactions probably exist among CTMAB,
NA and AB.

.3. Nature of the interaction of AB, CTMAB, and DNA

Generally, the interaction between OSMs and DNA involves
n three modes, intercalative, groove, and electrostatic attrac-
ion [11]. It can be seen from Fig. 2 that coexistence of AB and
NA does not give rise to the enhanced RLS signals, indicat-

ng that the interaction of AB with DNA is impossible or very
eak due to the electrostatic repulsion, whereas coexistence of
TMAB and DNA can result in enhanced RLS signals due to the

ormation of DNA–CTMAB complex. By introducing AB into
NA–CTMAB system, the RLS signals are enhanced markedly

or AB, CTMAB, and DNA can form a ternary complex, which
ould be further manifested by UV–vis, CD spectra, and RLS
maging.

Fig. 5 shows that CTMAB and DNA have weak absorp-
ion band in violet region and no in visible region, while AB
as the absorption band with the maximum at 618.5 nm (curve
in Fig. 5). The absorbance of DNA was enhanced over the
avelength range of 250–700 nm in the present of CTMAB,

ndicating that DNA can interact with CTMAB efficiently. On
he other hand, when CTMAB is added to the AB solution,
wo new absorption bands at 637.5 nm and 592.0 nm could be
bserved at the expense of the AB absorption band (618.5 nm),
mplying that the interaction of CTMAB with AB occurs. The
ew absorption bands should possibly be ascribed to the aggre-
ation of AB in the presence of CTMAB [17,18]. If DNA is
dded to the mixture of CTMAB and AB, however, strong hyper-
hromic effect at 637.5 nm and 592.0 nm could be observed,
ndicating that DNA can interact efficiently with the mixture of

TMAB and AB.

Fig. 6 shows the CD spectra. DNA, CTMAB, AB and
TMAB–DNA only exhibit weak CD signals, whereas,
TMAB–AB exhibits strong negative Cotton effect at 232.5 nm
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Table 1
Analytical parameters of the determination

DNA Linear range (�g ml−1) Linear regression equation (�g ml−1) Limit of determination (ng ml−1) Correlation coefficient, r (n = 7)

fsDNA 0.03–1.0 �I = −4.00 + 221.01c 7.3 0.9955
ctDNA 0.05–1.5 �I = 7.25 + 228.93c 7.0 0.9921

Conditions: cAB, 1.0 × 10−5M; cCTMAB, 4.0 × 10−5M; pH, 11.55.

Table 2
Interference of foreign substances

Foreign substances Concentration (�M) Change in IRLS (%)

Na+, Cl− 200.0 −3.5
K+, Cl− 200.0 −1.7
Ba2+, Cl− 60.0 5.9
Ca2+, Cl− 20.0 2.1
Mg2+, Cl− 20.0 5.2
Cu2+, Cl− 20.0 −2.5
Zn2+, Cl− 20.0 6.0
Cd2+, Cl− 20.0 −3.8
NH4

+, Cl− 20.0 −0.4
Hg2+,Cl− 2.0 −8.6
Cr3+, Cl− 2.0 1.8
Co2+, Cl− 2.0 4.4
Pb2+, NO3

− 2.0 −7.8
Al3+

, Cl− 2.0 4.5
Urea 100.0 −2.6
l-Leucine 40.0 −2.9
l-Glutamate 40.0 −5.3
l-Cysteine 40.0 −9.6
d,l-Cysteine 40.0 −7.3
Glucose 20.0 6.4
SDSa 4.0 −1.2
Sucrose 2.0 −9.5

Conditions: cDNA, 1.0 �g ml−1; cAB, 1.0 × 10−5 M; cCTMAB, 4.0 × 10−5 M; pH,
11.55.

a Represents sodium dodecanesulphonate.

Fig. 6. The CD spectra of the system. Curve 1, CTMAB; curve 2, DNA; Curve 3,
DNA–CTMAB; curve 4, AB–DNA; curve 5, AB; curve 6, AB–CTMAB; curve
7, DNA–CTMAB–AB. Conditions: cDNA, 1.5 �g ml−1; cAB, 1.5 × 10−5 M;
cCTMAB, 4.0 × 10−5 M; pH, 11.55.

Fig. 7. Images of the system. (A) AB; (B) CTMAB; (C) DNA; (D) AB–CTMAB; (E)
1.0 × 10−5 M; cCTMAB, 4.0 × 10−5 M; pH, 11.55.
CTMAB–DNA; (F) CTMAB–DNA–AB. Conditions: cDNA, 1.0 �g ml−1; cAB,
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Table 3
Determination results of synthetic samples (n = 5)

Sample Foreign substances Found (�g ml−1) R.S.D. (%) Added (�g ml−1) Total found (�g ml−1) R.S.D. (%) Recovery (%)

1 Na+, Zn2+, l-leucine 0.252 0.9 0.500 0.739 0.9 97.4
2 Al3+, Cr3+, l-cysteine 0.329 0.7 0.500 0.800 0.8 94.2
3 2+ 2+ 0.5

C n2+, 1
1

a
p
A
2
t
t

r
a
c
i
A
s
C
a
o

3

o
p
l
o

a
b
K
i

c
a
d
t
r

4

a

R
f
p
d
t
w
s
b

A

f

R

[
[
[
[

[

[

[
[17] S. Okada, H. Segawa, J. Am. Chem. Soc. 125 (2003) 2792.
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Zn , Mg , l-glutamate 0.398 0.8

onditions—(c, �M): AB, 10; CTMAB, 40; Al3+, 5.0; K+, 10.0; Co2+, 0.5; Z
1.55.

nd 579.3 nm, indicating that CTMAB and AB can form com-
lex. Compared with CTMAB–AB complex, CTMAB–DNA–
B complex exhibits much stronger negative Cotton effect at
33.3 nm, and simultaneously give rise to the new negative Cot-
on effect at 642.8 nm with red shift of 43.5 nm, further testifying
hat the complex of CTMAB–AB could react with DNA.

The RLS imaging graphs (Fig. 7) are obtained according to
ef [19]. It can be seen that the RLS imaging counts (white point)
re little when AB, DNA, and CTMAB exist alone, while, the
ounts are enhanced when CTMAB is mixed with AB or DNA,
ndicating that CTMAB can form the binary compound with
B or DNA. The RLS imaging counts of CTMAB–AB–DNA

ystem are more than the total amount of CTMAB–AB and
TMAB–DNA, indicating that CTMAB, DNA and AB can form
ternary complex. These results are consistent with the results
f the RLS, UV–vis, and CD spectra.

.4. Calibration and analytical application

Under the optimum conditions, the dependence of �IRLS
n the concentration of DNA was determined. The analytical
arameters of this method (Table 1) show that there is a good
inear relationship between�IRLS and the concentration of DNA
ver a relatively wide range.

Metal ions, amino acids, and other substances were examined
s interference. The results were summarized in Table 2. It can
e seen that most of the metal ions in biological systems, such as
+, Na+ and Ca2+ can be tolerated at high concentrations. This

ndicates that the method has the value of practical applications.
According to the calibration curves, three synthetic samples

onstructed on the basis of the interference of foreign substance
re simultaneously determined under the same conditions. Their
etermination results are listed in Table 3. Table 3 shows that
he values found in synthetic samples are credible, for the even
ecovery in the range of 94.2%–109.2%.
. Conclusion

AB can aggregate on the surface of DNA through the bridged
nd synergistic effect of CTMAB, which results in the enhanced

[

00 0.944 0.9 109.2

.0; Cr3+, 0.5; Mg2+, 5.0; l-cysteine, 2.0; l-leucine, 1.0; l-glutamate, 6.0; pH

LS signals of AB–CTMAB–DNA system. Thus, a RLS method
or determining of DNA is proposed using AB, an anionic dye
robe. This study enlarges the range of probe reagents for the
etermination of DNA. We believe that a valuable method for
he quantitative determination of deoxyribonucleic acid (DNA)
ill be find through a serials anion dye probe studies. At the

ame time, the ternary complex of AB–CTMAB–DNA would
ecome a new chiral material for it has CD properties.

cknowledgment

This work was supported by the National Science Foundation
or Preeminence Youth in China (NSFC-PY, No. 20425517).

eferences

[1] M.J. Waring, G.C. Roberts, Drug Action at the Molecular level, Macmillan,
London, 1977, 167.

[2] M.J. Waring, K.R. Fox, S. Neidce, M.J. Waring, Molecular Aspects of
Anti-Cancer Drug Action, Macmillan, London, 1983, 127.

[3] S. Udenfriend, P. Zaltzman, Anal. Biochem. 3 (1962) 49.
[4] R.F. Pasternack, P.J. Collings, Science 269 (1995) 935.
[5] H. Zhong, N. Li, F.L. Zhao, K.A. Li, Talanta 62 (2004) 37.
[6] S.F. Chen, Y.F. Li, C.Z. Huang, Talanta 70 (2006) 52.
[7] H. Zhong, J.J. Xu, H.Y. Chen, Talanta 67 (2005) 749.
[8] C.Z. Huang, X.B. Pang, Y.F. Li, Y.J. Long, Talanta 69 (2006) 180.
[9] S.P. Liu, Z.F. Liu, C.Z. Huang, Anal. Sci. 14 (1998) 799.
10] C.Z. Huang, K.A. Li, S.Y. Tong, Anal. Chem. 68 (1996) 2259.
11] R.T. Liu, J.H. Yang, X. Wu, T. Wu, Anal. Chim. Acta 448 (2001) 85.
12] C.Z. Huang, K.A. Li, S.Y. Tong, Anal. Chem. 69 (1997) 514.
13] C.X. Yang, Y.F. Li, P. Feng, C.Z. Huang, Chinese J. Anal. Chem. 30 (2002)

473.
14] H.J. Karlsson, M. Eriksson, E. Perzon, B. Akerman, P. Lincoln, G. West-

man, Nucleic Acids Res. 31 (2003) 6227.
15] Y.J. Cheng, J.H. Yang, X. Wu, W. Cao, H.Y. Zhuang, Chinese Anal. Chem.

31 (2003) 1352.
16] L.S. Ling, Z.K. He, Y.E. Zeng, Spectrochim. Acta A 55 (1999) 1297.
19] C.Z. Huang, Y. Liu, Y.H. Wang, H.P. Guo, Anal. Biochem. 321 (2003)
236.



A

w
a
b
a
t
n
r
s
s
©

K

1

i
t
a
w
t
n
t

f

d
p

0
d

Talanta 71 (2007) 1998–2002

Performance of a sound card as data acquisition system and a
lock-in emulated by software in capillary electrophoresis

Marcos Mandaji a, Tiago Buckup b, Rafael Rech b,
Ricardo Rego Bordalo Correia b, Tarso Ledur Kist c,∗

a Centro de Biotecnologia, Universidade Federal do Rio Grande do Sul, Porto Alegre, RS, Brazil
b Instituto de Fı́sica, Universidade Federal do Rio Grande do Sul, Porto Alegre, RS, Brazil

c Instituto de Biociências, Universidade Federal do Rio Grande do Sul, Av. Bento Gonçalves,
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bstract

The performance of fluorescence detectors in capillary electrophoresis is maximized when the excitation light intensity is modulated in time
ith optimal frequencies. This is especially true when photomultiplier tubes are used to detect the fluorescent light. The photomultiplier tube

mplified raw output signal can in principle be captured directly by a personal computer sound card (PCSC) and processed by a lock-in emulated
y software. This possibility is demonstrated in the present work and the performance of this new setup is compared with a traditional data
cquisition system. The results obtained with this “PCSC and lock-in emulated by software” were of the same quality or even better compared
o that obtained by conventional time integrators (Boxcars) and data acquisition boards. With PCSC the limits of detection (LOD) found for both

aphthalene-2,3-dicarboxaldehyde-derivatized tyrosine and alanine were 3.3 and 3.5 fmol (injection of 5 nL of samples at 0.66 and 0.70 �mol/L),
espectively. This is at least three times better compared to conventional systems when light emitting diodes (LEDs) are used as the excitation
ource in fluorescence detectors. The PCSC linear response range was also larger compared to conventional data acquisition boards. This scheme
howed to be a practical and convenient alternative of data acquisition and signal processing for detection systems used in capillary electrophoresis.

2006 Elsevier B.V. All rights reserved.

k-in

[
o
t
a
Y
fi
[
t
o

eywords: Light emitting diode; Capillary electrophoresis; PC sound card; Loc

. Introduction

It was recently shown that light emitting diodes (LED) are
nexpensive alternatives to lasers in fluorescence detection sys-
ems used in capillary electrophoresis (CE) [1,2]. With the
ppearance of LEDs with high optical power, small spectral
idth, and the option of wavelength peaks ranging from UV

o the near IR, the application of these devices increased sig-
ificantly in fluorescence detection systems in capillary elec-

rophoresis.

Several works demonstrated low limits of detection (LOD)
or many analytes using LEDs as excitation sources in CE

Abbreviations: LED, light emitting diode; NDA, naphthalene-2,3-
icarboxaldehyde; PLL, phase-locked loop; PMT, photomultiplier tube; PCSC,
ersonal computer sound card
∗ Corresponding author. Tel.: +55 51 3316 7618; fax: +55 51 3316 7003.
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amplifier; Fluorescence

3–10]. Su et al. [3,5] analyzed riboflavin in beer and urine and
btained a LOD of 1–20 ng mL−1 with a blue LED in the detec-
ion system. Jong and Lucy [9] obtained the LODs of 50, 20,
nd 3 nM for riboflavin, eosin Y, and fluorescein, respectively.
u et al. [4] also used a blue LED to analyze pathogen cells in
sh fluid and obtained a LOD of 4.2 × 104 cells/mL. Tsai et al.
7] assembled a fluorescence detector with UV LED. According
o these authors a LOD of 2.0 × 10−10 M and 3.0 × 10−8 M was
btained for NDA-derivatized reserpine and dopamine, respec-
ively. Yang et al. [8] obtained a LOD of 10 nM for FITC-labeled
henylalanine. Zhang et al. [10] also obtained a LOD of 10 nM
or FITC-labeled arginine.

In these works [3–9] the authors showed several optical setups
nd sample pre-concentration strategies to obtain low LODs.

hang et al. [10] assembled the detector with dual modulation
f the source light to enhance the signal-to-noise ratio. Sev-
ral strategies are used to minimize the LODs. A few of these
trategies are the use of an appropriate methodology of sample
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puter Boards Mansfield, MA, USA) using a home written HP
ig. 1. Schematic diagram of a lock-in amplifier. Filtering and the phase-locked
oop (PLL) were emulated by software written in Labview.

re-concentration, good optical components, a good optical
etup, LEDs with high optical output power, a sensitive light
ensor, a good electronic system to filter the noise, and a data
cquisition system with high resolution and sampling rate.

The LEDs’ light intensity is easily modulated and this in turn
eads to many new possibilities and strategies of signal process-
ng and data acquisition. Usually, the source light is modulated
nd the signal is processed by a lock-in amplifier or a time inte-
rator in fluorescence detectors for CE. This technique is widely
sed to detect low signal levels buried in high noise. Today sev-
ral lock-in amplifiers are digital and the signal processing is
ade by a digital signal processor (DSP) with on-board soft-
are [11–13].
The scheme of a typical lock-in amplifier is shown in Fig. 1. A

ock-in amplifier extracts frequency and phase information from
reference signal and generates a pure harmonic wave. This task

s made by a digital phase-locked loop (PLL) circuit. The har-
onic wave is mixed with a pre-amplified and pre-filtered signal.
or each frequency component in the input signal, the mixer
tage generates two output components: one with the frequency
qual to the difference between the frequencies of the internal
eference and the signal component (ωR −ωS) and another com-
onent equal to the sum of the two frequencies (ωR +ωS). Since
he signal and internal reference have the same frequency then
ts difference will be a DC signal for a specific phase. It is usually
eferred as the X component and is proportional to the relative
hase of the internal reference (cosφ) and signal amplitude. A
ow-pass filter, of sub-Hz cutoff frequency, will allow it to be
etected, but the sum ωR +ωS will be filtered out. If the steps
f filtering and mixing are performed in quadrature, then the Y
omponent can be extracted independently from the X compo-
ent. In a lock-in amplifier the measurement and the comparison
f these two components allows the amplitude and the relative
hase of the signal to be determined.

The resolution (bits) and the sampling rate of analog to digital
onverters (A/D) installed on the data acquisition cards is another
mportant parameter to achieve low limits of detection. A data
cquisition card for CE usually has an A/D with a resolution
f 14–16 bits and sampling rates higher than 50 kHz. Personal
omputers usually have two analog doors for data acquisition,

hey are the two channels of the on-board sound cards. The sound
ards usually have high resolution A/Ds (16 or 24 bits) and sam-
ling rate up to 192 kHz. These characteristics turn these devices
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nto very attractive data acquisition systems for slow varying sig-
als (below 20 Hz), as is the case in capillary electrophoresis.

In this work the setup and performance of signal processing
ade by a lock-in emulated by software in a personal com-

uter is tested. In addition, the data acquisition was made by a
sual sound card installed on the mother board instead of a data
cquisition card. This new setup was assembled in parallel with
traditional system to compare the performances.

. Experimental

.1. Electrophoresis parameters

The capillary was conditioned at the beginning of each run
y rinsing it with NaOH 1 M for 2 min, followed by water
or 1 min and running buffer (25 mM borate, pH 9.0, 15%
ethanol) for 2 min. The NaOH, boric acid, KCN and methanol
ere purchased from Merck (Darmstad, Germany), amino acids

Sigma–Aldrich) were derivatized with NDA (Sigma–Aldrich).
he derivatization reaction was performed in 25 mM borate
uffer pH 9.0 with KCN and NDA at concentrations 10 times
igher than tyrosine and alanine.

.2. Instrumentations

The CE instrument used in this work was built in our lab-
ratory [2,14] and was equipped with a fused-silica capillary
Polymicro Technologies, Phoenix, AZ, USA) with an i.d. of
0 �m, o.d. of 363 �m, and a total length of 47 cm (42 cm to the
etector). The high-voltage power supply (Series 205B; Bertan,
icksville, NY, USA) has an output voltage ranging from 0 to
30 kV.
An UV LED with emission maximum at 405 nm (10 mW)

nd a blue LED with emission maximum at 475 nm (5 mW)
ere used as the excitation sources for naphthalene-2,3-
icarboxaldehyde (NDA) derivatized amino acids and fluores-
ein, respectively.

Fig. 2 shows the instrumental setup of the CE instrument and
f the two systems assembled in parallel used for data acqui-
ition and signal processing. A function generator (CFG250;
ektronix, Beaverton, OR, USA) was used for both driving

he LED and generating a trigger signal for the Boxcar inte-
rator and a reference signal for the channel 1 of a personal
omputer sound card (PCSC). The signal from the photomulti-
lier tube (PMT) (Model E850-02; Hamamatsu, Bridgewater,
J, USA) was enhanced by an adjustable pre-amplifier (13
MP 003; Melles Griot, Boulder, CO, USA). The output of

his pre-amplifier was send to two directions by a “T” like BNC
onnector. One branch was used to feed the time-integrator or
oxcar (model 132/164; Princeton Applied Research, Prince-

on, NJ, USA) called system A. In this system (system A) the
ignal was integrated by the Boxcar and recorded by means
f a conventional data acquisition board (CIO-DAS08; Com-
EE routine (HP VEE, Version 3.21). The second branch was
sed to feed the channel 2 of a PCSC (Vibra 128 PCI card,
odel CT4810, Chipset CT5880, Creative Labs) of a second
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Fig. 2. Scheme of the experimental setup. The output of a function generator (1)
is used to supply the LED, the Boxcar trigger, and the PCSC reference signal.
The light of the LED (2) is collimated with lenses onto the capillary detection
window (3) and the induced fluorescence light is detected by a PMT (4) after
passing a spectral filter and a spatial filter (more details are shown in Ref. [2]).
The PMT output signal is enhanced by the pre-amplifier (5). System A works
with a time integrator (6) and a conventional data acquisition system, while the
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Fig. 3. NDA-derivatized tyrosine and alanine samples were diluted step-by-step
and electrophoresed up to the LOD: (A) the results for system A and (B) for
system B.
ystem B works with a PSCS and lock-in emulated by software. Both systems
eceive the same output signal from function generator (dashed line) and same
utput signal from pre-amplifier (solid line).

C and was called system B. In this system (system B) the sig-
al was processed by a Labview routine that emulates a lock-in
nd the results were recorded on this same PC where the PCSC
s also installed. With this setup the data of a single CE run could
e simultaneously processed and recorded by both systems and
ompared.

. Results and discussion

Samples were run several times with 1, 2, 4 and 6 �M of
erivatized tyrosine and alanine. They were injected at 1 kV for
0 s into the capillary and ran at 15 kV and 25 ◦C for LOD deter-
ination. The results are shown in Fig. 3. Considering the LOD

s the concentration that produces a signal-to-noise ratio equal
o 3, the LOD in system A was 9.1 and 10.6 fmol (injection of
nL of samples at 1.82 and 2.12 �mol/L) for NDA-derivatized

yrosine and alanine, respectively, while in system B the LOD
as 3.3 and 3.5 fmol (injection of 5 nL of samples at 0.66 and
.70 �mol/L), respectively. Therefore, system B showed to be
bout three times better (Fig. 4) than system A in this regard.
hese results show us that emulated lock-ins associated with a
ound card have a performance as good as conventional lock-ins
nd data acquisition systems.

In general, enhancement of S/N comes from two aspects: A/D
esolution and the intrinsic phase-sensitive detection mechanism
15]. The resolution of a lock-in can be estimated by the A/D
ard resolution. In the case of a sound card with a 16 bits A/D

hip, the S/N that can be measured is at least around 48 dB.
his is due to the PCSC high resolution and the ability of the
mulated lock-in to make in-phase measurements (PLL). In this
ense, the use of A/D cards with higher resolution and higher

Fig. 4. Signal-to-noise ratio of NDA-derivatized tyrosine (filled symbols) and
alanine (empty symbols) as a function of concentration measured by system A
(circles) and system B (squares).
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Table 1
Linear regression variance data of different fluorescein concentration ranges

Analytea (�M) Peak height Peak area

System A System B System A System B

20–150 0.9728 0.9819 0.9894 0.9983
20–200 n.a.b 0.9824 n.a.b 0.9870
20–250 n.a.b 0.9559 n.a.b 0.9694
20–300 n.a.b 0.7623 n.a.b 0.8641
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ampling rates would allow even lower LOD to be achieved. This
s especially true in situations were strong noise components are
resent, i.e., the A/D scale is almost full: a one-count signal in
24 bit (one in 224 counts) A/D will be hardly detected in a

6 bit (one in 216 counts) A/D because it does not have enough
esolution depth. In our case, the A/D resolution did not play a
trong role because the noise was not strong.

Sampling rate is another important parameter that must be
ptimized in order to maximize the S/N. According to the
yquist Theorem [16], the sampling rate must be at least two

imes higher than the highest frequency observed in the signal.
n our measurements, the signal (triggered LED) had a repeti-
ion rate of 0.5 kHz; therefore a sampling rate of at least 1.0 kHz
hould be used. However, sound cards can sample only in four
vailable rates: 8, 11, 22, and 44 kHz. In our setup a sampling
ate of 8 kHz was used. The S/N can be improved even more
y using higher frequencies, as known from the literature [16].
hese sampling rates are still low for multi-capillary systems,
hich limits its application to single capillary systems.
PCSC showed to be a good alternative to conventional data

cquisition boards. For low analyte concentrations the PCSC
xhibited excellent linear responses and linear regression vari-
nces, higher than 0.9741 for peak height and peak area in
lectropherograms shown in Fig. 3. The relative standard devi-
tion of the four electrophoretic runs was less than 5% for all
oints using peak area and peak height. This shows that the use
f a PCSC as data acquisition system with a lock-in emulated
y software is a good alternative to traditional data acquisition
oards.

Another point investigated was the range of linear response
f the PCSC. For this, the UV LED was replaced by a blue
ED (475 nm) and fluorescein was used as the analyte. For the

est of linearity on the upper limit of the working range a solu-

ion of fluorescein was chosen to avoid solubility problems and
nstabilities that are frequently associated with NDA-derivatized
mino acids at higher concentrations. The nonlinear behavior of
oth systems in the upper limit is examined in Fig. 5. The work-

ig. 5. Linear response of the peak area. Data obtained from system A was
howed in (A) and from system B in (B). The averages and standard deviations
f four repetitions are shown.
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a Analyte concentration range (fluorescein).
b Data not available (analog signal input overflow).

ng range of the A/D of system A was from 0 up to 10 V. The
utput signal of this system was linear with concentration from
to 150 �mol/L of fluorescein. Note that Fig. 5A shows the

oncentration of the samples against peak areas and not peak
eights. According to the results shown in Fig. 5A we conclude
hat system A has a linear working range from 0 to 150 �mol/L
f fluorescein. The working range of the A/D of system B was
rom −5 up to 5 V, but in practice only the range 0–5 V was
sed. Moreover, the limit signal of 5 V was only reached by
00 �mol/L of fluorescein. As shown in Fig. 5B, the output
ignal of this system was linear with concentration from 0 to
00 �mol/L of fluorescein. From Fig. 5A and B it is clear also
hat system B has a wider working range in concentration com-
ared to system A. Moreover, by using an offset of −5 V in
ystem B, the working range can easily be increased even more,
rom 0 to 400 �mol/L.

The linear regression variances of both systems in the upper
imit interval are shown in Table 1. For higher concentrations
he relationship is no longer linear, this saturation may be a
esult of many factors thus requiring a calibration curve for each
evice. However, by varying the detector’s gain, the amplifier
ain, or both parameters simultaneously allows the samples to
e analyzed in a wider range of concentrations.

. Conclusion

The PCSC with emulated lock-in showed a good perfor-
ance and the ability to replace Boxcars and conventional data

cquisition boards widely used in detection systems in capil-
ary electrophoresis. This system showed to be more sensitive
nd exhibited a larger working range in concentration. The
ame performance was also observed for all analytes tested,
hich includes peptides, protein co-factors, carboxylic acids,

nd also indirect fluorescence detection of anions (data not
hown). Moreover, the applicability of this setup (PCSC with
mulated lock-in) is expected to work with all kind of excita-
ion sources that can be modulated, for instance diode lasers and
ome lamps. Considering that the PCSC used in this work had
n A/D with only 16 bits and maximum sampling rate of 44 kHz,
t is possible to even improve the performance using PCSC with
/D of 24 bits or higher and with sampling rates of 96 kHz or

igher. Therefore, the above tested setup and emulated lock-in
howed a good cost-benefit ratio. This is also attractive for appli-
ations where low space is available, as all the data acquisition
omponents already are present in entry level PC.
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bstract

Surface diffusion in reversed-phase liquid chromatography (RPLC) using silica gels bonded with C1 and C18 alkyl ligands of different densities
as studied from the viewpoints of two extrathermodynamic relationships, i.e., enthalpy-entropy compensation (EEC) and linear free energy

elationship (LFER). First, according to the four methods proposed by Krug et al., the values of surface diffusion coefficient (Ds) were analyzed
o confirm that an actual EEC resulting from substantial physico-chemical effects takes place for surface diffusion. Then, it was also demonstrated
hat a LFER is observed between surface diffusion and the retention equilibrium. The establishment of EEC and LFER suggests a mechanistic
imilarity of molecular migration by surface diffusion, irrespective of the alkyl chain length and the densities of C1 and C18 ligands. Finally, a
hermodynamic model for the LFER based on the real EEC was used to estimate Ds values under various RPLC conditions. The Ds values can
e estimated with a mean square deviation of about 25–30%. The agreement between the Ds values estimated and those experimentally measured

uggests that the total mass flux by surface diffusion consists of the two contributions due to C1 and C18 ligands and that the contribution of each
igand is proportional to the ligand density.

2006 Elsevier B.V. All rights reserved.

eywords: Reversed-phase liquid chromatography; Alkyl ligand bonded silica gel; Surface diffusion; Extrathermodynamics; Enthalpy-entropy compensation; Linear
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. Introduction

Recently, different types of separation media and systems
ave been developed to attain fast chromatography with high
fficiency. Under linear isotherm conditions, band broadening
epends on the mass transfer kinetics of several rate processes
nvolved in columns and packing materials, that is, axial dis-
ersion, external (fluid-to-particle) mass transfer, intraparticle
iffusion, and adsorption/desorption kinetics [1–5]. Addition-
lly, intraparticle diffusion is usually explained by assuming
he parallel diffusion by pore diffusion and surface diffusion
1,2,4]. The band broadening is predominantly influenced by
he mass transfer kinetics in the packing materials under high
ow rate conditions. However, compared with ample works on
he retention equilibrium, there are not so abundant studies on
he mass transfer kinetics in the columns, especially in the sta-
ionary phases.
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It has been reported that surface diffusion has an important
ontribution to the molecular migration in the stationary phase
1,2,6,7]. Most molecules migrate in intraparticulate space by
urface diffusion. The manner of surface diffusion depends on
he retention behavior of the molecules because they migrate
n the stationary phase surface under adsorbed state. In princi-
le, chromatographic separations rest on the difference in the
ttractive interaction of the sample molecules with the station-
ry phase surface. Surface diffusion should be correlated with
ome essential characteristics of chromatographic separations.
t is expected that detailed analyses of surface diffusion would
rovide an important information about the mechanism of chro-
atographic separations.
About 40 years ago, the significance of surface diffusion

ad already been suggested as one of important mass transfer
rocesses [8]. In the field of chromatography, however, surface

iffusion itself and its contributions to the mass transfer kinetics
n the stationary phase and to the column efficiency are still not
ufficiently recognized. Even now, there are few kinetic studies
n chromatographic separations with considering the predom-
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Nomenclature

a slope of the linear correlation between a
thermodynamic property and Cn

A slope of LFER
b intercept of the linear correlation between a

thermodynamic property and Cn
B intercept of LFER
C carbon content
Cn carbon number in alkyl ligand
De intraparticle diffusivity (m2 s−1)
Dm molecular diffusivity (m2 s−1)
Dp pore diffusivity (m2 s−1)
Ds surface diffusion coefficient (m2 s−1)
Ds0 frequency factor of surface diffusion (m2 s−1)
Es activation energy of surface diffusion (J mol−1)
�G free energy change (J mol−1)
h planck constant (J s)
�H enthalpy change (J mol−1)
kB boltzmann constant (J K−1)
kf external mass transfer coefficient (m s−1)
kh hindrance parameter
kt tortuosity factor
K retention equilibrium constant (m3 g−1)
MS mean sum of squares
MSD mean square deviation
N number of data pairs (Dcal

s and Dexp
s )

R gas constant (J mol−1 K−1)
�S entropy change (J mol−1 K−1)
T absolute temperature (K)
Tc compensation temperature (K)
Thm harmonic mean of experimental temperatures (K)

Greek letters
αs statistical level of significance
δs Ds value normalized by σ (m2 s−1)
εe column void fraction (external porosity)
εp porosity of the stationary phase particle (internal

porosity)
λ distance between two equilibrium positions (m)
μ1 first absolute moment (s)
μ′

2 second central moment (s2)
ρp particle density (g cm−3)
σ alkyl ligand density (�mol m−2)

Subscripts
1 condition 1
2 condition 2
con concurrence
C1 contribution due to C1 ligand
C18 contribution due to C18 ligand
h enthalpy change
noncon nonconcurrence
ODS measured using the column #5
s entropy change
Thm at harmonic mean of experimental temperatures

TMS measured using the column #6
ε measurement errors

Superscripts
cal calculated
exp experimental
REF reference
SMP sample
* thermodynamic parameters measured by
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analyzing temperature dependence of Ds

nant contribution of surface diffusion to the mass transfer in
he stationary phase. We do not have yet enough information
bout the characteristics and mechanisms of surface diffusion in
hromatography. Because of the quite important role of surface
iffusion to intraparticle diffusion, the information is essential
o develop superior packing materials for high performance and
igh speed separations.

This work deals with the characteristics and the mechanism
f surface diffusion in reversed-phase liquid chromatography
RPLC) systems using silica gel particles bonded with C1 and
18 ligands of different densities. First, the mechanism of sur-

ace diffusion was discussed from the viewpoints of enthalpy-
ntropy compensation (EEC) and linear free energy relationship
LFER). Detailed analyses of surface diffusion data based on the
our approaches proposed by Krug et al. [9–11] demonstrated
hat a real EEC is observed for surface diffusion and origi-
ates from substantial physico-chemical effects. The results of
hese extrathermodynamic studies indicate that the mechanism
f surface diffusion is the same irrespective of the modifica-
ion densities of C1 and C18 ligands. Then, it was attempted to
se the results of the thermodynamic and extrathermodynamic
tudies on surface diffusion to predict Ds values under differ-
nt RPLC conditions. The Ds values thus estimated agreed with
hose experimentally measured with a mean square deviation of
5–30%. This result suggests that the total flux by surface dif-
usion consists of the contributions of C1 and C18 ligands and
hat the contribution of each ligand is proportional to its density
r coverage on the stationary phase surface.

. Experimental

.1. Columns and reagents

Table 1 lists some physical properties of five C18-silica gel
olumns and packing materials. They are synthesized by the
hemical modification of C18 ligands on the surface of the
ame base silica gel with end-capping treatment. Regarding the
18-silica gel #5, no substantial increase in the carbon content
as observed upon the end-capping with trimethylsilyl ligands.

he bonding density of C1 and C18 ligands was intentionally
hanged. A column #6 was also used, which was packed with C1-
ilica gel particles prepared using the same base silica gel. The
ix columns (6 mm id × 150 mm) were purchased from YMC
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Table 1
Physico-chemical properties of RP stationary phases

Packing material/column no. 1 2 3 4 5 6
Main alkyl chain C18 C18 C18 C18 C18 C1

Particle density, ρp (g cm−3) 0.67 0.69 0.71 0.79 0.86 0.74
Porosity, εp 0.65 0.61 0.57 0.50 0.46 0.62

Carbon content (%)
Before end-capping 1.6 3.6 6.4 12.8 17.1 4.1
After end-capping 5.0 6.6 8.6 13.7 17.1 –
C1 ligand 3.4 3.0 2.2 0.9 0 4.1

C18 ligand density, σC18 (�mol m−2)a 0.26 0.58 1.1 2.3 3.2 –
C1 ligand density, σC1 (�mol m−2)b 3.7 3.2 2.4 0.97 0 4.4
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a Calculated from the carbon content before end-capping and the BET surfac
b Calculated from the carbon content due to C1 ligand and the BET surface a

Kyoto, Japan). Some items of the information in Table 1 were
lso obtained from the manufacturer. The average particle diam-
ter of the base silica gel is 45 �m. As described later, this coarse
ase material was used in order to make it easier to quantitatively
nalyze band broadening phenomena and, more specifically, to
stimate more accurate values of Ds from the chromatographic
eak profiles experimentally measured.

The mobile phase was a mixture of methanol and water
70/30, v/v). Alkylbenzenes (ethylbenzene, n-butylbenzene, and
-hexylbenzene) were used as the sample compounds. They
ere all reagent grade and used without further purification.
ample solutions were prepared by dissolving the sample com-
ounds into the mobile phase. The concentration of the sample
olutions was 0.1 wt.% in most cases. Uracil and sodium nitrate
ere used as inert tracers to determine the internal porosity (εp)
f the packing materials and the external porosity (void fraction)
εe) of the columns [12,13]. The internal porosity is the ratio of
he intraparticulate pore volume to the volume of the stationary
hase particles. The external porosity is the interparticle volume
n the column divided by the column volume. Roughly speaking,
he elution time of uracil provides an information about the sum
f εp and εe. On the other hand, the value of εe is determined
rom the elution time of sodium nitrate because of the Donnan
alt-exclusion effect [12]. The difference in the elution times of
he two inert tracers gives εp.

.2. Apparatus

A high performance liquid chromatograph system (LC-6A,
himadzu, Kyoto, Japan) was used. A valve injector (Model
125, Rheodyne, Cotati, CA, USA) was used to introduce a
mall volume of the sample solution (ca. 0.5–300 �L) into the
obile phase stream at the inlet of the columns. The column

emperature was kept at intended levels by circulating tem-
erature controlled water around the column. The concentra-
ion of the sample compound leaving from the column was

onitored with an ultraviolet detector of the HPLC system

SPD-6A). The values of first absolute moment (μ1) and sec-
nd central moment (μ′

2) were calculated from the elution peak
rofiles recorded by an integrator (C-R6A, Shimadzu, Kyoto,
apan).

D
(
fi
w

of the base silica gel (290 m2 g−1).
the base silica gel (290 m2 g−1).

.3. Experimental procedure

Pulse response experiments (i.e., elution chromatography)
ere carried out at six different mobile phase flow rates between
and 2 cm3 min−1. The column temperature was adjusted at 288,
98, and 308 K. In this study, all the chromatographic data were
easured under linear isotherm conditions because of the small

mount of the sample compounds injected. The value of the
etention equilibrium constant (K) and some information about
he mass transfer kinetics were derived from μ1 and μ′

2 of the
lution peaks, respectively [1–7].

.4. Data analysis procedure

The values of Ds were derived fromμ′
2 by subtracting the con-

ribution to the band broadening of some mass transfer processes
aking place in the column, that is, axial dispersion, external mass
ransfer, and pore diffusion. Only the basic information about the
erivation procedure of the Ds data is briefly explained in the
ollowing. Further details on the moment analysis method can
e referred in other literature [1–7,14–16].

First, the contribution of the external mass transfer to the
and spreading was subtracted beforehand. The equation pro-
osed by Wilson–Geankoplis [17] was used for estimating
he external mass transfer coefficient (kf). The Wilke–Chang
quation [3,18,19] was used for estimating the molecular dif-
usivity (Dm) of the sample compounds in the mobile phase
olvent, which is necessary for the estimation of kf and pore
iffusivity (Dp) (see later). Then, the intraparticle diffusivity
De) was derived by taking advantage of the different flow
ate dependence of the contribution to the band broadening
f intraparticle diffusion and the axial dispersion. Finally, the
alue of Ds was calculated by subtracting the contribution of
ore diffusion to intraparticle diffusion. Based on the paral-
el diffusion model [4,5], it is assumed that intraparticle dif-
usion consists of two parallel contributions of pore diffu-
ion and surface diffusion. The Dp value was estimated from

m, εp, the hindrance parameter (kh), and the tortuosity factor

kt) of the internal pores. The equation proposed by Satter-
eld et al. [20] was used for estimating kh. The value of kt
as determined from the similar pulse response experiments
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sing uracil as the inert tracer. The contribution of the actual
dsorption/desorption kinetics at adsorption sites to μ′

2 is usu-
lly assumed to be negligible in the case of physisorption
4].

.5. Corrections

Several corrections were made in order to accurately derive
s values from μ′

2. These corrections are explained in detail.

.5.1. Correction for extra-column tubes
The values of μ1 and μ′

2 experimentally measured contain
he contributions of extra-column tubes between the injection
alve and the column and between the column and the detec-
or. These contributions were measured from the results of
racer experiments made without the column and were cor-
ected to derive the values of K and Ds from μ1 and μ′

2, respec-
ively.

.5.2. Correction for asymmetrical peak profiles
Accurate values of μ1 and μ′

2 cannot be directly deter-
ined from the elution time and the width of elution peaks
hen they show asymmetrical profiles [21–23]. It is required

o correct the influence of the peak distortion on the deter-
ination of accurate values of μ1 and μ′

2 (hence, K and Ds).
he occurrence of asymmetrical (tailing or fronting) peaks has
een explained based on several models [3]. In this study,
he heterogeneity of the packing structure in the radial direc-
ion of the column was regarded as the only significant origin
f the peak asymmetry. Although heterogeneous mass trans-
er kinetics on the stationary phase surface is considered as
nother possible cause of the peak skewness [3], it was not
onsidered in this study because the surface of alkyl ligands
onded silica gels seems to be apparently homogeneous. For
nstance, when C18-silica gels are used as the stationary phase:
1) the phase equilibrium isotherm is usually accounted for
y the simple Langmuir model [2,3,24,25] and (2) both the
nthalpy change due to retention and the activation energy of
urface diffusion are nearly constant irrespective of the amount
f sample molecules adsorbed [2]. These experimental obser-
ations imply the apparent uniformity of the surface of C18-
ilica gels. This assumption is also supported by a theoretical
nalysis of the adsorption behavior of 2-phenylethanol and 3-
henylpropanol from an aqueous methanol solution onto a C18-
hase [26].

.5.3. Correction for the injection volume of sample
olution

The influence of μ1 and μ′
2 of the sample pulses to the val-

es of μ1 and μ′
2 of the elution peaks was neglected because

f the extremely small size of the sample solution injected.
s described above, for instance, the injection volume of the

ample solution of n-hexylbenzene was ca. 300 �L because

f the low solubility of the compound into the mobile phase
olvent. It is not small in comparison with the conventional
ample injection volume in HPLC. However, the retention vol-
me of n-hexylbenzene in the RPLC systems using 70 vol.%

r
t
d
d

2007) 1915–1925

ethanol at 298 K is around 100 mL (column #5) and 10 mL
#6). It is larger than the sample injection volume by a factor
f ca. 30–300. The retention of n-hexylbenzene is so strong
hat the volume of the sample solution injected provides sub-
tantially no influence on the moment analysis of the elution
eaks.

.5.4. Correction for the external mass transfer kinetics
As described above, the contribution of the external mass

ransfer resistance to μ′
2 was subtracted beforehand for deter-

ining De. The accuracy of the Ds values is influenced by
he error in the estimation of kf. In this study, kf was esti-

ated by the Wilson–Geankoplis equation [17]. For instance,
he value of kf is estimated as 3.4 × 10−2 cm s−1 for the exter-
al mass transfer of benzene at 298 K when the superficial
elocity of the mobile phase solvent is 0.12 cm s−1. On the
ther hand, according to another equation proposed by Kataoka
t al. [27], a slightly different value of kf is estimated as
.6 × 10−2 cm s−1 under the same conditions. Resulting values
f Ds are 7.2 × 10−6 cm2 s−1 and 5.8 × 10−6 cm2 s−1, respec-
ively. These two values differ by ca. 25%. However, the estima-
ion error of kf would provide smaller influence on Ds values
ecause the contribution of the external mass transfer resis-
ance to μ′

2 is almost of the same order of magnitude with
he other two kinetic processes, i.e., the axial dispersion and
ntraparticle diffusion, in RPLC systems, except for the case
hat the retention of sample compounds is extremely strong
1,2,6,7].

.5.5. Correction for pore diffusion
The estimation error of Dp also affects the accuracy of the Ds

alues because the contribution of Dp to De is corrected when
s is calculated from De. As explained above, Dp is calculated

rom Dm, εp, kh, and kt. The accuracy in the estimation of Dm
nfluences the accuracy in the estimation of Ds. In this study, the

ilke-Chang equation [3,18,19] was used for estimating the Dm
alues. It is reported that Dm values are estimated by the equation
n error less than about 10% [18]. However, the uncertainty of the
stimation of Dm provides little influence on Ds values because
urface diffusion usually has the major contribution to intraparti-
le diffusion [1,2,6,7]. For example, the contribution of surface
iffusion to the overall mass transfer inside C18-silica gel par-
icles was quite significant. Most molecules, as much as nearly
5–95% or more, migrate in intraparticulate space by surface
iffusion [1,2,6,7]. Because of the predominant contribution of
urface diffusion to intraparticle diffusion, the influence of small
ariation in Dp (hence in Dm) on the estimate of Ds is negligibly
mall.

In order to derive more accurate values of Ds, the corrections
escribed above were made for some parameters affecting the
riginal experimental data of μ1 and μ′

2. These corrections are
esponsible for the error made in the determination of Ds, which
s estimated at 5–10% [1,2]. Additionally, in this study, the pulse

esponse experiments were carried out under such conditions
hat the influence of some sources on the peak broadening as
escribed above is minimized. Because of the relatively large
iameter of the packing materials, the experimental values ofμ′

2



K. Miyabe / Talanta 71 (2007) 1915–1925 1919

w
g

3

3

s
w
l
T
t
o
m
t
r
t
t
s
f
a

3

g
r
d
a
w

D

w
v
a
f
p

c
D

T
C

E
n
n

Fig. 1. Correlation between Ds and C.

ere originally large. This is the reason why the coarse silica
el particles were used in this study.

. Results and discussion

.1. Dependence of Ds on the retention

Fig. 1 illustrates the correlation of Ds experimentally mea-
ured against the carbon content (C) of the stationary phases,
hich depends on the density of C18 ligand and the alkyl chain

ength chemically bonded on the surface of the base silica gel.
he Ds value gradually decreases with increasing C and tends

o begin to plateau in the range of high value of C. The plots
f Ds of the sample compounds fluctuate around each com-
on curved line irrespective of the modification conditions of

he stationary phase surface. These results in Fig. 1 seem to
eflect two important characteristics of surface diffusion. First,
he molecular migration by surface diffusion is restricted by
he retentive interaction between the sample molecule and the

tationary phase surface. Second, the mechanism of surface dif-
usion seems to be similar regardless of the density of C18 ligand
nd the alkyl chain length.

f
i
o
t

able 2
ompensation temperatures concerning surface diffusion

T ∗
c (K)a T ∗

c (K)b T ∗
c (K)c

Minimu

thylbenzene 4.2 × 102 4.3 × 102 3.3 × 1
-Butylbenzene 4.2 × 102 4.3 × 102 3.1 × 1
-Hexylbenzene 4.2 × 102 4.2 × 102 3.5 × 1

a T ∗
c calculated from the slope of the linear correlation between in Ds0 and Es in Fi

b T ∗
c calculated from the slope of the linear correlation between �H* and �G∗

Thm i
c Range of T ∗

c at (1 −αs) × 100% confidence level calculated by the estimation me
Fig. 2. Correlation between Ds0 and Es.

.2. Enthalpy-entropy compensation of surface diffusion

It is well known that an equilibrium and/or a kinetic process is
overned by a single mechanism when an EEC is established in a
eaction system. In the following, some characteristics of surface
iffusion are studied from the viewpoints of thermodynamics
nd extrathermodynamics. The temperature dependence of Ds
as analyzed according to the Arrhenius equation.

s = Dso exp

(−Es

RT

)
(1)

here Ds0 and Es are respectively the frequency factor and acti-
ation energy of surface diffusion, R the gas constant, and T the
bsolute temperature. The values of Ds0 and Es are calculated
rom the intercept and the slope of the conventional Arrhenius
lot between ln Ds and the reciprocal of T.

Fig. 2 shows the plots between Ds0 and Es for each sample
ompound. They scatter around each straight line between ln
s0 and Es, suggesting the existence of an EEC for surface dif-
usion. The results in Fig. 2 probably demonstrate the similarity
n the mass transfer mechanism of surface diffusion. The slope
f the parallel straight lines in Fig. 2 indicates a compensation
emperature (Tc) of about 4.2 × 102 K for the sample compounds

Confidence level (1 −αs) × 100%

m Maximum

02 4.8 × 102 >90
02 5.2 × 102 >99
02 4.8 × 102 >99

g. 2.
n Fig. 4.
thod proposed by Krug et al. [9].
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Fig. 3. Correlation between Ds and K.

Table 2). This value of Tc is of the same order of magnitude
s the previous results [28,29], although there is little informa-
ion about the Tc values of surface diffusion in RPLC systems,
.e., ca. 3.7 × 102 K benzene derivatives and naphthalene in the
PLC system using a C18-silica gel column and a mixture of

etrahydrofuran and water (50/50, v/v) [28] and ca. 6.0 × 102 K
or p-alkylphenol derivatives in the RPLC system consisting of
C18-silica gel column and an aqueous mixture of methanol

70 vol.%) [29].

.3. Linear free energy relationships for surface diffusion

A linear free energy relationship is another extrathermody-
amic relationship, which has also been used to demonstrate
he mechanistic similarity of various chemical equilibria and/or
inetic processes. It is expected that a LFER is observed when
n EEC is established. Fig. 3 illustrates a linear correlation at
98 K between ln Ds and ln K. The plots gather around the single
traight line, in spite of the variation in the C18 ligand density
nd the alkyl chain length. The results in Fig. 3 again suggest
hat the mechanism of surface diffusion is essentially identi-
al irrespective of the modification conditions of the stationary
hase surface. The linear line in Fig. 3 also provides a thermo-
ynamic information about the mechanism of surface diffusion.
he slope of the linear line between ln Ds and ln K is about
0.6. This means that the value of Es is about three fifths of the

nthalpy change due to the retention.

.4. More detailed analyses of EEC of surface diffusion
The enthalpy change (�H) and the entropy change (�S) relat-
ng to a kinetic process are usually estimated from the tempera-
ure dependence of a rate coefficient on the basis of the Arrhenius
quation. The values of �H and �S are conventionally calcu-

w
m
p
r

2007) 1915–1925

ated from the slope and intercept of a linear correlation between
he logarithmic value of the rate coefficient and the reciprocal
f T, respectively. When the two thermodynamic parameters are
inearly correlated with each other, the existence of an EEC in
he kinetic process is assumed and the value of Tc is estimated
rom the slope of the linear correlation between the two thermo-
ynamic parameters. However, Krug et al. [9–11] pointed out
ome drawbacks of the ordinary procedure for deriving the two
hermodynamic parameters and for discussing the existence of
he EEC. They warned that the linear correlation between �H
nd �S thus measured by the conventional procedure does not
irectly demonstrate the establishment of the EEC. Even if no
eal EEC effect takes place, a linear correlation can be observed
etween�H and�S under certain circumstances. In such a case,
his apparent EEC results from the errors made in the determi-
ation of the two thermodynamic parameters based on the linear
egressions of the Arrhenius plots.

There are two essential problems in the conventional pro-
edure based on the ordinary Arrhenius equation for deriving
he thermodynamic parameters, i.e., �H and �S, and for ana-
yzing the extrathermodynamic relationship, i.e., EEC. One is
he dependence of �S on �H. The value of the intercept (i.e.,

S) of the extrapolated Arrhenius plot varies depending on the
hange in the value of the slope (i.e.,�H). The other is the long
istance between the intercept of the extrapolation and the data
oints plotted at the experimental temperatures. Additionally, it
s also significant that the distance is much longer than the usual
xperimental temperature range of RPLC. It seems that we can
sually carry out RPLC measurements in the range from ca. 273
o 323 K, at maximum. The potential for the errors should be
xtremely high because the intercept at 1/T = 0 is far from the
xperimental data points. Even if the variation of the slope of
he ordinary linear Arrhenius plot is quite small, it would lead
o a large fluctuation in the intercept.

Krug et al. [9–11] indicated that the slope and the correla-
ion coefficient of the linear correlation between �H and �S
re equal to the harmonic mean temperature (Thm) and close to
nity, respectively, in the case of an apparent EEC. They also
roposed four different approaches to clarify whether the lin-
ar correlation between�H and�S originates from substantial
hysico-chemical effects or from the statistical compensation
ue to the experimental errors [9–11]. In the following, the four
ethods proposed by Krug et al. were applied to the experimen-

al data of this study in order to demonstrate that a real EEC
akes place for surface diffusion.

.4.1. Plot of �H* versus �G∗
Thm

The temperature dependence of Ds was analyzed using the
ollowing equation.

n Ds = −�H
∗

RT
+ �S∗

R
+ ln

(
λ2kBT

h

)
(2)
here the superscript * refers to the thermodynamic parameters
easured by analyzing the temperature dependence of Ds. The

arameters kB and h are the Boltzmann and the Planck constants,
espectively. According to the absolute rate theory [30], the dis-
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Fig. 4. Correlation between �H* and G∗
Thm.

ance between two equilibrium positions (λ) was estimated as
× 10−10 m from the Ds values of various molecules, which are
f the order of 10−10 m2 s−1 in methanol/water (70/30, v/v) at
98 K [2,31].

Krug et al. [9–11] claimed that the value of�H* should be lin-
arly correlated with that of�G∗

Thm (�G* at Thm) if there is a real
EC for surface diffusion. Because of the two major problems of

he ordinary analytical procedure of the temperature dependence
f Ds using the Arrhenius equation, they recommended that ln
s should be plotted against {1/T − 〈1/T〉}, rather than 1/T. The
rackets (〈〉) means an average value. The values of �H* and
G∗

Thm for surface diffusion were respectively calculated from
he slope and the intercept of the linear plot between ln Ds and
1/T − 〈1/T〉} [9–11].

H∗ = −R (slope) − RThm (3)

G∗
Thm

= −RThm (intercept) + RThm ln

(
λ2ekBT

h

)
− RThm

(4)

here e is the base of the natural logarithm. Fig. 4 illustrates the
inear correlations between �H* and �G∗

Thm for each sample
ompound. As listed in Table 2, the compensation temperature
f surface diffusion (T ∗

c ) is calculated from the slope of the
traight lines in Fig. 4 as ca. 4.2–4.3 × 102 K for the sample
ompounds, according to Tc = Thm/{1 − 1/(slope)}. The result is
n agreement with the previous value of Tc, which was estimated
rom the slope of the linear line in Fig. 2.
.4.2. Comparison of T ∗
c with Thm (hypothesis test)

Krug et al. claimed that T ∗
c should be sufficiently different

rom Thm (= 298 K) and that the null hypothesis, T ∗
c = Thm,

ust be rejected when the EEC originates from substantial com-

s
l
p
p

2007) 1915–1925 1921

ensation effects [9]. Table 2 lists the calculated values of T ∗
c

minimum) and T ∗
c (maximum). It is obvious that the hypothesis

an be rejected for surface diffusion in the RPLC systems at the
igh confidence levels.

.4.3. Convergence of the conventional Arrhenius plots at
∗
c

Fig. 5a–c illustrate the conventional Arrhenius plots of the
ample compounds between ln Ds and 1/T. The linear corre-
ations properly intersect in a small region of the plane. It is
uggested that almost the same values of Ds would be observed
or each sample compound around the intersection points irre-
pective of the density of C18 and C1 ligands. In addition, the
ntersection points seem to locate in the range of the reciprocal
f T between ca. 2 and 2.5 × 10−3 K−1. This means that the Tc
alues estimated from the intersection points in Fig. 5a–c range
rom ca. 4–5 × 102 K. This is properly close to the values of T ∗

c
isted in Table 2, which are estimated from the slope of the linear
orrelations between ln Ds0 and Es in Fig. 2 and that between
H* and �G∗

Thm in Fig. 4.

.4.4. Probability for the intersection of the Arrhenius plots
The probability of the intersection of the conventional Arrhe-

ius plots illustrated in Fig. 5a–c was compared with that of a
onintersection on the basis of the statistical data derived by an
nalysis of variance (ANOVA) procedure [11]. The probability
f the nonintersection was also compared to the precision of the
xperimental data in the same manner. Table 3 lists the values of
he mean sum of squares (MS) calculated. The MS values of the
ntersection (MScon) are more than one or two orders of mag-
itude larger than those of the nonintersection (MSnoncon). The
atio MScon/MSnoncon for the three sample compounds is larger
han the corresponding F-value, F(1, 4, 1 −αs = 0.99) = 21.2.
hese results indicate that the probability of the intersection is
igh enough in comparison with that of the nonintersection irre-
pective of the sample compounds. On the other hand, the abso-
ute values of the ratio of MSnoncon to the mean sum of squares of
he residuals (MS�) are smaller than the corresponding F-value,
(4, 5, 1 −αs = 0.99) = 11.4. Although the negative values of
S� for butylbenzene and hexylbenzene are probably unreason-

ble, they seem to originate from calculation errors. The small
bsolute values of MS� probably suggest that the variation due
o the measurement errors is quite small. It is concluded that the
ariation due to the nonconcurrence is not greater than that due
o the measurement errors at the 100αs% level of significance.

.5. Estimation of Ds

As described above, it is demonstrated that a real EEC based
n substantial physico-chemical effects takes place for surface
iffusion and that the LFER is established between the retention
quilibrium and surface diffusion in the RPLC systems. These
esults suggest that the mechanism of surface diffusion of the

ample compounds is the same irrespective of the alkyl chain
ength and the density of C1 and C18 ligands on the stationary
hase surface. It seems that the sample molecules migrate in
arallel by surface diffusion on the patches bonded with C1 lig-
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Fig. 5. Conventional Arrhenius plot of (a) ethy

nd and those with C18 ligand and that the total mass flux due to
urface diffusion consists of the contributions of the molecular
igration on the two types of alkyl ligands bonded areas. It is

easonable to assume that the contributions on the C1 and C18
igands modified surfaces are additive.

s = Ds,C1 +Ds,C18 (5)

here the subscripts C1 and C18 respectively stand for the con-
ribution of the mass flux by surface diffusion on the C1 ligand
onded area and that on the C18 ligand bonded one to Ds. On the

ther hand, neither hydrophobic retention nor surface diffusion
akes place when there is no alkyl ligand on the surface of the
ase silica gel. This means that, when the concentration gradi-
nt is the same, the higher the alkyl ligand density is, the larger

a
t
c
c

ene; (b) butylbenzene, and (c) hexylbenzene.

he mass flux due to surface diffusion per unit area and per unit
ime becomes. As a first approximation, it is assumed that Ds is
roportional to the ligand density (σ).

s,C1 = δs,C1σC1 (6)

s,C18 = δs,C18σC18 (7)

here δs is the hypothetical surface diffusion coefficient, which
s Ds normalized by σ. In other words, the value of δs would
e measured by using silica gel particles chemically modified
nly with C1 or C18 ligands of unit density. The values of δs,C1
nd δs,C18 are respectively calculated as the ratio of Ds to σ from
he values Ds,TMS and Ds,ODS, which were measured using the
olumns #6 and #5 because the packing materials in the columns
ontain only C1 and C18 ligands.
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ig. 6. Comparison ofDexp
s withDcal

s estimated from the corresponding Ds,TMS

nd Ds,ODS values.

In Fig. 6, the values of Ds for the columns #1–#4 calculated,
ccording to Eqs. (5)–(7), from δs,C1 , δs,C18 , σC1 , and σC18 are
ompared with those of Ds experimentally measured at 288, 298,
nd 308 K. The values of δs,C1 and δs,C18 at each temperature
ere calculated from the experimental values of Ds,TMS and
s,ODS of the three sample compounds. The plots fluctuate in

he vicinity of the diagonal line having the slope of unity. The
ean square deviation (MSD) was calculated according to the

ollowing equation:

SD =
⎡
⎣( 1

N

)∑[(
Dcal

s −D
exp
s

D
exp
s

)]2
⎤
⎦

1/2

(8)

here N is the number of data pairs of (Dexp
s andDcal

s ). The value
f MSD was calculated as 0.30 for the plots in Fig. 6. The results
n Fig. 6 demonstrate that the value of Ds can be estimated from
s and σ on the basis of Eqs. (5)–(7).

It was additionally attempted to estimate Ds values under
iven conditions of the C1 and C18 ligand density, the sample
ompounds, and the column temperatures from a limited num-
er of original experimental Ds data. The two arrows in Fig. 7
ndicate the original Ds data of n-hexylbenzene at 298 K for the
olumns #6 (TMS) and #5 (ODS). All the Ds plots in Fig. 7 were
alculated from the two original data (solid and open hexagonal
ymbols) plotted on the diagonal line. At first, the values of δs,C1

nd δs,C18 of n-hexylbenzene at 298 K were calculated from the
wo original Ds plots. Then, the δs,C1 and δs,C18 values of the
hree sample compounds at given temperatures were calculated
n the basis of a thermodynamic LFER model from molecu-

ar thermodynamic parameters and compensation temperatures.
n a previous paper [32], surface diffusion phenomena on the
urface of RP stationary phases bonded with alkyl ligands of
ifferent chain lengths (C1, C4, C8, and C18) were studied from
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Molecular thermodynamic parameters

as (kJ mol−1 K−1) bs (kJ mol−1 K−1) bh (kJ mol−1)

Ethylbenzene 2.2 × 10−3 −3.9 × 10−2 1.0 × 101
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ig. 7. Comparison ofDexp
s withDcal

s estimated from only two experimental data
f Ds of n-hexylbenzene on the stationary phases #5 and #6 at 298 K (indicated
y the arrows).

he viewpoints of thermodynamics and extrathermodynamics.
he thermodynamic LFER model was proposed for represent-

ng the characteristics of a LFER concerning surface diffusion
etween two RPLC systems.

n δSMP
sT2

= A ln δREF
sT1

+ B (9)

The slope (A) and intercept (B) of the LFER are formulated
s follows:

= aSMP
s T1(T SMP

c − T2)

aREF
s T2(TREF

c − T1)
(10)

= 1

RT2

[
A

(
T2

T1

)
(bREF

h − T1b
REF
s ) − (bSMP

h − T2b
SMP
s )

]

+ (A− 1) ln

(
h

λ2kB

)
+ (ln T2 − A ln T1) (11)

here T1 and T2 are the experimental temperatures. The val-
es of a and b are the molecular thermodynamic parameters,
hich represent a linear correlation between the thermodynamic
arameters,�H and�S, and the number of methylene unit (Cn)
n the alkyl ligands [33,34]. The subscripts h and s denote �H
nd�S, respectively. The value of as is�S per unit value of Cn

nd those of bh and bs are respectively�H and�S at Cn = 0. The
uperscripts REF and SMP stand for the reference and sample
ystems, respectively. Table 4 lists the values of as, bs, and bh.
he δs,C1 and δs,C18 values for each condition were calculated
ccording to Eqs. (10) and (11). Finally, the values of Ds for

ll the columns were estimated on the basis of Eqs. (5)–(7) by
dding the contributions ofDs,C1 andDs,C18 , which were respec-
ively calculated as the product of the value of δs,C1 and σC1 and
hat of δs,C18 and σC18 .

t
S

-Butylbenzene 2.7 × 10−3 −4.5 × 10−2 9.7
-Hexylbenzene 3.1 × 10−3 −4.4 × 10−2 1.1 × 101

Fig. 7 illustrates that the Ds values thus estimated are plotted
round the diagonal line within the range of a relative error less
han ca. 50%, respective of the RPLC conditions of the density
f C1 and C18 ligands, the sample compounds, and the temper-
tures. The value of MSD was calculated as 0.25 for the plots in
ig. 7. The results in Figs. 6 and 7 prove the assumption that the
ontributions of C1 and C18 ligands to the molecular migration
y surface diffusion are additive and that the contributions of
he two alkyl ligands are calculated as the product of δs and σ.
t is also suggested that each contribution of C1 and C18 lig-
nds to surface diffusion can separately be evaluated from the
xperimental data of Ds.

. Conclusion

Surface diffusion data in the RPLC systems using silica gels
onded with mixtures of C1 and C18 alkyl ligands at different
ensities were analyzed from the viewpoints of two extrather-
odynamic relationships, i.e., EEC and LFER. First, it was

emonstrated that the real EEC of surface diffusion based on
he substantial physico-chemical effects is observed. Surface
iffusion data were analyzed in detail by applying the modified
rrhenius plot and the four tests proposed by Krug et al. The
FER between the retention equilibrium and surface diffusion

s also observed irrespective of the chain length of alkyl ligands
nd of the density of C1 and C18 ligands, suggesting the similar-
ty in the mechanism of surface diffusion on the different alkyl
igands bonded silica gels.

Then, a new LFER model based on the real EEC was used to
redict Ds values under different RPLC conditions. The values
f MSD for the predictions range around 25–30% regardless
f the simultaneous change of the RPLC conditions, i.e., the
ample compound, the composition and density of the bonded
igands (C1 and C18), and the column temperature. These results
llow us to assume that the contributions of C1 and C18 ligands
o surface diffusion are additive and that the contribution of each
lkyl ligand is calculated as the product of δs and σ. It is also
ndicated that the LFER model (Eqs. (10) and (11)) provides
new information about the diffusive molecular migration on

he stationary phase surface and is effective for explaining the
hange in the manner of surface diffusion under different RPLC
onditions.
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bstract

A novel, rapid and simple method by hydride generation-electrothermal atomic absorption spectrometry (HG-ETAAS) after direct As, Bi, Sb
nd Sn hydrides generation from untreated filters of atmospheric particulate matter (PM10 and PM2.5) was optimised. PM10 and PM2.5 were not
ubjected to any pre-treatment: circular portions between 0.28 and 6.28 cm2 were directly placed into the reaction vessel of a batch mode generation
ystem. A 28 × 3/64 Plackett–Burman design was used as a multivariate strategy for the evaluation of the effects of several variables affecting the
ydride generation, trapping and atomisation efficiencies. Trapping temperature was the most statistically significant variable for As, Bi and Sn.
tomisation temperature was also statistically significant for Sb determination. Optimum values of significant variables were selected by using
nivariate optimisation approaches. An aqueous calibration method was used throughout. The developed method has been found to be precise with
elative standard deviations of 6.2, 5.3, 9.1 and 7.5% for 11 determinations in a filter sample containing 0.7, 1.0, 1.4 and 1.7 �g l−1 for As, Bi,

b and Sn, respectively. Results obtained by direct solid sampling-HG-ETAAS have been found statistically comparable with those obtained after
onventional method based on an acid digestion followed to ICP-MS. Absolute detection limits were 37, 15, 30, and 41 ng l−1 for As, Bi, Sb and
n, respectively. Detection limits referred to the air volume sampled (in the range of 0.020–0.050 ng m−3) were low enough for the determination
f several hydride-forming elements from PM10 and PM2.5 samples collected in a non-polluted suburban area of A Coruña (NW Spain).

2006 Elsevier B.V. All rights reserved.
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. Introduction

The close association between atmospheric particulate mat-
er concentration and public health has been recently proved in
pidemiological studies [1]. Thus, the characterisation of atmo-
pheric aerosol composition is mandatory. Trace metals are a part
f the atmospheric pollutants and their determination in the total
uspended particles (TSP) as well as in the inhalable fraction

PM10 and PM2.5) offers useful information when evaluating
he interaction between air pollutants and public health [2,3].
he study of toxic element concentrations in inhalable fractions

∗ Corresponding author. Tel.: +34 981 167000x2062; fax: +34 981 167065.
E-mail address: jmoreda@udc.es (J. Moreda-Piñeiro).
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mean particulate matter which passes through a size-selective
nlet with a 50% efficiency cut-off at 10 �m aerodynamic diam-
ters for PM10 fraction or 2.5 �m aerodynamic diameters for
M2.5 fraction) is more important than in TSP due to those frac-

ions could reach the lower respiratory tract [4].
Although several techniques such as neutron activation

nalysis (NAA) and, recently, laser ablation (LA) and electro-
hermal vaporisation (ETV) coupled with inductively cou-
led plasma mass spectrometry (ICP-MS), do not require
ample pre-treatment, their use have not been extensively
pplied to metal determination from particulate matter [5–11].

hese techniques require instrumentation that has limited
vailability in many laboratories because of expense. On the
ther hand, atomic analytical methodologies require previous
ime-consuming sample pre-treatment such as acid mechanical



J. Moreda-Piñeiro et al. / Talanta 71 (2007) 1834–1841 1835

Table 1
Optimum spectrometer, hydride generation, and trapping and atomisation conditions for direct As, Bi, Sb and Sn determination from PM10 and PM2.5 by HG-ETAAS

Wavelength (nm) Slit width (nm) Lamp current (mA)

Spectrometer operating conditions
As 193.7 0.7 380
Bi 223.1 0.2 382
Sb 217.6 0.2 410
Sn 286.3 0.7 325

Circular portion area (cm2) [HCl] (mol l−1) [NaBH4] (%, w/v) Reaction volume (ml) Ar flow rate (mL min−1)

Hydride generation conditions
As 0.28 0.5 1.0 5.0 50
Bi 2 × 3.14 0.5 1.0 5.0 50
Sb 0.28 0.5 1.0 5.0 50
Sn 2 × 3.14 0.5 1.0 5.0 50

Step Temperature (◦C) Ramp (s) Hold (s) Ar flow rate (mL min−1)

Trapping and atomisation conditions
As Collection 1000 1 30 250

Atomisation 2000 0 3 100 (read)
Cleaning 2500 1 3 250

Bi Collection 100 1 30 250
Atomisation 2000 0 3 0 (read)
Cleaning 2300 1 3 250

Sb Collection 400 1 30 250
Atomisation 2100 0 5 0 (read)
Cleaning 2300 1 3 250

Sn Collection 1000 1 30 250
Atomisation 2000 0 3 0 (read)
Cleaning 2300 1 3 250
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gitation, ultrasonic or microwave treatment [12–23], sequential
eaching procedures [17,24,25] and acidified water sub-critical
xtraction [26]. Vapour generation techniques coupled to atomic
bsorption, atomic fluorescence and atomic emission detectors
VG-AAS [14,27], VG-AFS [13,15,24], VG-ICP-OES/MS
19,22,28]) have been also used for hydride forming elements
etermination in acid extracts from atmospheric particulate
atter due to its simplicity, high sensitivity and relative freedom

rom interferences. Otherwise, these methodologies cannot be
onsidered as environmentally friendly process due to the use
f toxic reagents/acids at high concentrations during the sample
re-treatment.

Although chemical hydride generation has been used for
he direct determination of hydride forming metals in slurred
amples [29], the direct hydride generation from solid sam-
les (without slurry preparation) has not been investigated. The
voidance of sample pre-treatment (short analysis time and cor-
osive and dangerous reagents removal) and the removal of
ample contamination and analyte losses are the main advan-
ages of the solid sampling technique, while the main drawback
ould be associated to the low vapour generation efficiency from

he metal trapped into the solid particles. However, this draw-
ack is negligible when PM10 and PM2.5 are analysed, since
ydride elements forming are contained into small particles (<10
nd 2.5 �m). Therefore, these trace elements could easily pass

a
t
p
a

o the liquid phase and generate hydrides under conventional
ydride generation conditions.

In this paper, we investigate the possibility of direct hydride
eneration from untreated PM10 and PM2.5 samples. The tar-
et analytes As, Bi, Sb and Sn have been determined using
ydride generation coupled to electrothermal atomic absorption
pectrometry (HG-ETAAS). The main advantage and novelty of
he proposed methods is that filters are not pre-treated, i.e. acid
xtraction or slurry preparation is not required.

. Experimental

.1. Apparatus

An Aanalyst 800 (Perkin-Elmer) equipped with electrodeless
ischarge lamps (System 2) was used to measure arsenic, bis-
uth, antimony and tin. The operating conditions are shown in
able 1. An MHS-10 hydride generation system (Perkin-Elmer)
as used for hydride generation. The vapour-furnace sample

ransfer tube consists of quartz capillary (2 cm long × 1.3 mm
.d. × 0.5 mm i.d.). The tube is attached to a metal mount with

short piece of silicone rubber tubing, which in turn is attached

o a PTFE tube. The metal mount of the FIAS furnace sam-
le transfer tube was loaded into the spring clip at the end of the
utosampler arm. A pyrolytic coated graphite tube with pyrolytic
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Table 2
ICP-MS operating conditions for As, Bi, Sb and Sn determination from PM10

and PM2.5 by ICP-MS

Forward power (W) 1350

Gas flows (l min−1)
Nebulizer 0.8
Auxiliary 0.9
Coolant 15.0

Nebulizer type Cross flow

Data acquisition for quantitative analysis Peak jump

I 115 45 205
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nternal standard In, Sc, Tl

sotopes monitored 75As, 209Bi, 121Sb, 120Sn

latform treated with Ir was used [30]. An integrated absorbance
ignal was also used throughout.

An ICP-MS Plasma Quad II-SOption (Thermo Instruments,
ustin, TX, USA) was used for digested PM10 and PM2.5 analy-

is. The operating parameters and the isotope masses employed
re shown in Table 2.

.2. Reagents

All solutions were prepared from analytical reagent grade
hemicals using ultra-pure water, with a resistivity of 18 M� cm,
hich was obtained from a Milli-Q water purification sys-

em (Millipore, Bedford, MA, USA). Arsenic, bismuth, anti-
ony and tin stock standard solutions, 1000 mg l−1 (Pan-

eac, Barcelona, Spain) were used. Sodium tetrahydroborate
Aldrich) dissolved in 0.5% (w/v) of sodium hydroxide (Pan-
eac) was used as reducing solution. This solution was prepared
aily and filtered before use. Hydrochloric acid solution, pre-
ared from hydrochloric acid solution, 37% (Panreac). Nitric
cid 69–70% (Baker, Phillipsburg, PA, USA), hydrofluoric acid
8–51% (Baker) and perchloric acid 69–72% (Baker) were used
or acid digestion. Argon C-45 purity (99.995%) (Carburos

etálicos, Barcelona, Spain) was used as purge gas.

.3. Atmospheric particulate matter sample collection

Atmospheric particulate matter samples were collected in a
on-polluted suburban area (Oleiros, latitude 43.2 ◦N, longitude
.17 ◦W) of A Coruña, Spain in 2004. A Digitel Automatic High
olume Dust Sampler DA80 (recommended by the Commission
f European Communities [31]), was used for PM2.5 particulate
atter collection on QF20 quartz fiber filters (15 cm diame-

er), Schleicher & Schuell, D-Dassel, Germany. The atmospheric
articulate matter was collected by using an aspiration volume
f 30 m3 h−1 during 24 h. A Graseby–Andersen high volume
ampler, which meet the requirements of UNE EN 12341 Euro-
ean Norm [32], was used for PM10 particulate matter collection
n QF20 quartz fiber filters (27 cm × 15 cm) by using an aspi-

ation volume of 68 m3 h−1 during 24 h. Preceding sampling,
lters were pre-heated at 400 ◦C for 12 h and then, weighed
fter 48-h conditioning in a desiccator at constant temperature
20 ± 1 ◦C) and relative humidity conditions (50 ± 5) accord-

a
b
t
t

ta 71 (2007) 1834–1841

ng to EN 12341 European Norm [30]. Afterwards, PM10 and
M2.5 samples were stored in a freezer (−18 ◦C) until further
nalysis.

.4. Procedure for direct PM10 and PM2.5 samples
easurements by HG-ETAAS

A circular portion of 0.28 cm2 (for As and Sb determination)
nd two circular portions of 3.14 cm2 (for Bi and Sn determina-
ion) were cut from the PM10 and PM2.5 using a hollow and
harp-edged steel cylinder (Selecta, Barcelona, Spain) when
lters from suburban area were studied. Low circular portion
reas (0.14 and 0.28 cm2 for As and Sb and Bi and Sn deter-
ination, respectively) should be used for polluted urban areas.
he spatial variability of the target metal concentrations was
tudied analysing several cutting position. Practically around
20 and 30 filter disks (the area of each filter disk is 3.14 cm2)
an be cut from the 27 cm × 15 cm and 15 cm diameter filters,
espectively. A distribution pattern of the metals studied was not
bserved when all filter disks were analysed. Relative standard
eviation obtained varied between 2.7% for Bi and 5.3% for
b. Hydride generation has been directly produced from PM10
nd PM2.5 circular portions. A 100 ml reaction vessel was used.
he circular portions were placed into the reaction vessel with
ml of hydrochloric acid 1.0 M for As and Sb determination
nd 0.5 M for Bi and Sn determination. The tip of the quartz
apillary tube was inserted automatically at the centre of the
raphite tube. Then, the vapours have been generated by the
ddition of sodium tetrahydroborate [2.0% (m/v) for As, Bi and
b and 1.0% (m/v) for Sn]. During the time period (40 s for
s, Bi and Sb, and 20 s for Sn) for which the quartz capillary
as been inserted onto graphite tube, the pump of the MHS-
0 system placed the sodium tetrahydroborate solution into the
essel. Thus, the vapours are generated. These times are corre-
ponding to the trapping times of the different metals studied.
he purge gas flow rate for the analyte transfer to the furnace
as 60 ml min−1. Then, the quartz capillary moves out of the
raphite tube. The trapped analyte was atomised during 3.0 s for
s, Bi and Sn determination and 5.0 for Sb determination using
aximum power heating and internal gas stop for all hydride ele-
ents studied except for As. An Ar flow rate of 100 ml min−1

uring the atomisation was necessary for As determination due
o the high arsenic content. The optimum vapour generation,
rapping and atomisation conditions obtained for each species
re shown in Table 1.

.5. Procedure for PM10 and PM2.5 acid digests
easurement by ICP-MS

Circular portions were digested following the validated
ethod (by NIST 1648 and NIST 1649a reference materials

nalysing) described by Piñeiro-Iglesias et al. [33]: sample was
ransferred to a PFA bomb with the addition of 2.5 ml of nitric

cid and 5 ml of hydrofluoric acid and heated at 90 ◦C in a closed
omb for 12 h. The mixture was driven to dryness after the addi-
ion of 2.5 ml of perchloric acid and 1 ml of nitric acid. Once
otal dryness was reached, 2.5 ml of nitric acid was added and
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Table 3
Experimental field definition for the PBD

Key Parameter Low (−) High (+)

A HCl concentration (mol l−1) 0.5 1.0
B NaBH4 concentration (%, m/v) 1.0 2.0
C Ar flow rate (ml min−1) 25 50
D Trapping temperature (◦C) 400 800
E Atomisation temperature (◦C) 2000 2500
F Trapping time (s) 30 60
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he solution made up to 25 ml. PM10 and PM2.5 acid extracts
ere analysed by inductively coupled plasma atomic mass spec-

rometry (ICP-MS) by using the conditions shown in Table 2.

. Results and discussion

.1. Optimisation of the hydride generation and
lectrothermal atomic absorption detection conditions from
ntreated PM10 and PM2.5

Different variables involved on the As, Bi, Sb and Sn hydride
eneration from atmospheric particulate filters and its determi-
ation by ETAAS were studied by using factorial designs (pro-
rams from Statgraphics Plus 4.0 routine, Statgraphics Graphics
orporation, Rockville, MD, USA).

Since published data in literature, hydrochloric acid and
odium tetrahydroborate concentration (affecting the hydride
eneration efficiency), trapping temperature and atomisation
emperature (affecting the hydride atomisation efficiency) are
he most reported main variables. However, other factors that
ould affect such as trapping time and Ar flow rate (affecting the
ydride transport) have also been considered. The last variables
denoted as G and H), called dummy factor, were also taken into
ccount in the study. Dummy factors are imaginary variables for
hich the change from one level to another is not supposed to

ause any physical change. These variables are commonly used

o evaluate the possible systematic error and/or the existence of
n important variable that was not considered.

The responses, which in our study have been the metal
ecovery percentages, were obtained by changing the factors

f
e
f
i

able 4
BD for the determination of significant parameters involved on As, Bi, Sb and Sn d

un no. Parameters

A B C D E F

1 + − + − − −
2 + + − + − −
3 − + + − + −
4 + − + + − +
5 + + − + + −
6 + + + − + +
7 − + + + − +
8 − − + + + −
9 − − − + + +
0 + − − − + +
1 − + − − − +
2 − − − − − −
3 + − + − − −
4 + + − + − −
5 − + + − + −
6 + − + + − +
7 + + − + + −
8 + + + − + +
9 − + + + − +
0 − − + + + −
1 − − − + + +
2 + − − − + +
3 − + − − − +
4 − − − − − −
Dummy factor − +
Dummy factor − +

rom a low to a high level value from Table 3. The percent-
ge recovery is calculated according to the following equation:
(%) = Cfound/Cdigested × 100, where Cfound is the concentration
btained after each experiment (using direct hydride genera-
ion from and ETAAS) and Cdigested is the value concentration
easured by ICP-MS from digested PM10 and PM2.5 using the

alidated method above commented [33]. Recoveries and con-
entrations shown in the tables throughout this work are mean
ecoveries. Each experiment was replicated (n = 2).

.1.1. Plackett–Burman designs
The significance of the variables commented above was

imultaneously evaluated by applying a 28 × 3/32 type III reso-
ution design Plackett–Burman design (PBD), for eight factors,

our degrees of freedom, twelve runs and two replicates. The
xperimental field definition for the PBD (high and low values
or each factor) is shown in Table 3. The PBD matrix is shown
n Table 4 together with the response (percentage recovery)

etermination

Analytical recovery (%)

G H As Bi Sb Sn

+ + 60 86 90 72
− + 55 93 70 68
− − 57 92 70 61
− − 64 73 89 71
+ − 98 39 72 85
− + 53 93 59 41
+ − 72 85 79 68
+ + 71 62 58 59
− + 92 48 71 86
+ − 41 94 55 54
+ + 59 86 87 72
− − 81 65 62 75
+ + 64 85 68 78
− + 50 89 68 62
− − 56 88 85 56
− − 61 70 92 76
+ − 93 41 71 89
− + 52 94 56 43
+ − 63 75 77 71
+ + 69 60 65 65
− + 90 52 73 96
+ − 36 94 50 50
+ + 65 87 83 67
− − 83 66 61 68
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ig. 1. Standardized (P = 95.0%) main effect Pareto chart for the Plackett–Burma
B) sodium tetrahydroborate concentration; (C) Ar flow rate; (D) trapping temper
actor.

btained for each metal and each experiment. The high and low
alues (Table 3) were selected according to our prior experience
nd published or manufacturer data. Thus, high hydrochloric
cid and sodium tetrahydroborate concentrations ranges were
elected. The maximum trapping and atomisation temperatures
alues allowed were 1000 and 2500 ◦C, respectively. Therefore,
he trapping temperature (D) was studied from 200 to 800 ◦C
nd the atomisation temperature (E) within the 2000–2500 ◦C
ange. High Ar flow rate could decrease the trapping efficiency
nto Ir-treated graphite tube. Thus, this factor was studied in
he 25–50 ml min−1 range. Finally, the trapping time (F) was
tudied within the 30–60 min range.

The statistical evaluation of results was attained at a 95.0%
onfidence interval from which a minimum t-value of 2.46, cal-
ulated by the Statgraphics routine trough an iterative process,
as obtained. Variables which t-values higher than ±2.46 were

onsidered as statistically significant factors. The analysis of the
esults leads the standardised (P = 95.0%) Pareto charts of main

ffects (Fig. 1). It can be seen that the variables trapping tem-
erature (D) and atomisation temperature (E) are statistically
ignificant for most of the elements. Concerning the trapping
emperature (D), the effect of this variable was positive for As

3

e
e

able 5
eatures of the determination methods

Calibrationa Additiona

s QA = 0.089 + 0.298[As] QA = 0.174 + 0.3
i QA = 0.008 + 0.137[Bi] QA = 0.083 + 0.1
b QA = 0.034 + 0.243[Sb] QA = 0.161 + 0.2
n QA = 0.120 + 0.121[Sn] QA = 0.215 + 0.1

a Values expressed in �g l−1.
gn for the As, Bi, Sb and Sn determination. (A) Hydrochloric acid concentration;
(E) Atomisation temperature; (F) trapping time; (G) dummy factor; (H) dummy

nd Sn. This means an increase on the trapping efficiency at
igh trapping temperature. Otherwise, a negative sign affected
his variable for bismuth, increasing the trapping efficiency at
ow trapping temperatures. Atomisation temperature (E) was
lso significant for Sb. A negative sign affected this variable for
b, decreasing the atomisation efficiency at high atomisation

emperatures. Variables affecting hydride generation and trans-
ort conditions (hydrochloric acid concentration (A), sodium
etrahydroborate concentration (B) and Ar flow rate (C)) and
rapping time (F) were not statistically significant in the studied
anges. The insignificance of the hydrochloric acid and sodium
etrahydroborate concentrations can be explained by the high
oncentrations of these reagents used. These concentration val-
es are common when a batch vapour generation mode is used.
he statistical insignificance of the trapping time (F) offers an

mportant practical advantage due to the analysis time can be
hortened.
.1.2. Univariate optimisation
Screened out the variables that did not have a significant

ffect on the response, the remaining factor affecting the sev-
ral hydride elements forming (trapping temperature for As, Bi

LOD (ng m−3) LOQ (ng m−3)

10[As] 0.050 0.170
21[Bi] 0.020 0.065
30[Sb] 0.045 0.150
19[Sn] 0.055 0.180
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ig. 2. Effect of trapping temperature (left) and atomisation temperature (right)
n the integrated absorbance for: As (�), Bi (�), Sb (�), and Sn (�), respectively.

nd Sn and atomisation temperature for Sb) were optimised by
sing univariate approaches. Fig. 2 shows result from the optimi-
ation of those significant variables. Thus, the optimum values
ssociated to each metal are shown in Table 1.

Given these findings, we decided to work with the opti-
um values obtained for the factors studied (Table 1). The
xed values for the insignificant factors (results from PBD)
re also given in Table 1. The values for the insignificant
actors were selected according to different aspects such as,
eagents saving (low values for hydrochloric acid and sodium
etrahydroborate concentrations were chosen); analysis time
aving (low value for trapping time was chosen) and graphite
ube damage (low value for trapping and atomisation temper-
tures) and quartz capillary damage (low value for trapping
emperature).

.2. Features of the methods

Table 5 shows the calibration and addition equations obtained
or several metals studied. Circular filter portions were spiked
ith 0.1, 0.2 and 0.4 �g l−1 of As(III) or with 0.5, 1.0 and
.0 �g l−1 of Bi or with 0.5, 1.0 and 2.0 �g l−1 of Sb(III) or with
.5, 1.0, and 2.0 �g l−1 of Sn for As, Bi, Sb and Sn determination,
espectively. As we can see, for each determinant, the slopes of
he calibration and standard addition graphs are statistically sim-
lar (t-test for a confidence level of 95.0%). Therefore, matrix
ffect is not important and the calibration method could be use-
ul. In addition, low blank signals are obtained for all metal stud-
ed, except for As and Sn. This fact, in accordance with literature
34], is attributed to the high amount of sodium tetrahydrobo-
ate used in this hydride generation mode (batch mode). The
ithin-batch precision (relative standard deviation for eleven

eplicate measurements) obtained for the different hydride gen-
ration procedures are good. R.S.D. (%) of 6.2, 5.3, 9.1 and
.5% in a filter sample containing 0.7, 1.0, 1.4 and 1.7 �g l−1

or As, Bi, Sb and Sn, respectively, were obtained. Absolute
etection limits, defines as 3 and 10 S.D./m, respectively, where
.D. is the standard deviation of 11 measurement of a blank

nd m is the slope of the addition graphs, were 37, 15, 30, and
1 ng l−1 for As, Bi, Sb and Sn, respectively. In addition, detec-
ion limits referred to the air volume sampled are also shown in
able 5. Ta
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.3. Validation and application to real samples

As, Bi, Sb and Sn were analysed in twelve atmospheric
articulate matter filters, at one sampling station located in a non-
olluted suburban area of A Coruña, Spain, during March 2004,
sing the proposed method (direct sampling-hydride generation
rom non-treated PM10 and PM2.5 coupled to ETAAS) and a con-
entional acid digestion followed to ICP-MS quantification. The
esults (Table 6) from both methods were compared statistically
n terms of metal concentrations. The hydride elements forming
oncentrations obtained after hydride generation-ETAAS and
cid digestion-ICP-MS procedures were similar for all elements
tudied. Correlation coefficients (R2, n = 12) of 0.7346, 0.7398,
.9435 and 0.9105 for As, Bi, Sb and Sn, respectively, were
btained. The application of the paired t-test (95% confidence
evel and 11 degrees of freedom for As) gave a tcal of 1.58, which
re lower than the tcrit values of 2.20. For Bi, Sb and Sn the appli-
ation of the paired t-test (95% confidence level and 10 degrees
f freedom) gave a tcal of 2.10, 0.22 and 1.56, respectively,
hich are also lower than the tcrit values of 2.23. Therefore,

he direct hydride generation from PM10 and PM2.5 leads to sta-
istically similar concentrations for the studied elements to the
onventional procedure based on acid digestion-ICP-MS. The
igh correlation coefficients corresponding to As and Sb leads
s to conclude that pentavalent states of these elements (which
re the predominant species [13,35]) can be reduced to arsine
nd stibine using the optimised conditions.

Concentration ranges of 0.67–1.58, 0.084–0.26, 0.54–2.23
nd 0.93–2.3 ng m−3 for As, Bi, Sb and Sn, respectively,
rom PM10 and 0.48–0.92, <0.065–0.13, <0.15–0.69 and
0.18–2.91 ng m−3 for As, Bi, Sb and Sn, respectively, from
M2.5 are shown in Table 6; which are in general agreement
ith reported data from a non-polluted suburban area. As can
e seen, As, Sb and Sn are present in both fractions (PM2.5
nd PM10), the high levels obtained corresponded to As and Sb
n PM10 fraction. In addition, results indicated that As levels
re below the 6 ng m−3 target value proposed by the European
ommission (Directive 2004/107/EC [36]). Finally, considering

hat PM2.5 is around 66% of PM10 fraction, the Bi percentages
btained in both fractions are similar. Around 74% of As and
0% of Sn in PM10 was present in the PM2.5 fraction. This
roportion decreased down to 27% for Sb.

. Conclusions

The direct hydride generation from atmospheric particulate
atter filters (PM10 and PM2.5) is a novel approach for As, Bi, Sb

nd Sn determination. Sample pre-treatment such as acid diges-
ion or slurry preparation is avoided. The method only requires
he cutting of PM10 and PM2.5 previous to determination. Thus,
he time for pre-treat the samples is hugely minimised. In addi-
ion, analytes losses and sample contamination is removed. The
igh hydride generation efficiency is possible because metals are

rapped into lower than 10 and 2.5 �m particles sizes (collected
n PM10 and PM2.5, respectively). Therefore, metals hydrides
re easily generated by using diluted hydrochloric acid. This
mplies an important reduction on wastes and the over-all pro-

[

[
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edure can be considered as an environmentally friendly process.
he proposed methods allow an accurate and fast determination
f As, Bi, Sb and Sn in PM10 and PM2.5 atmospheric particulate
atter.
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bstract

At pHs ≥ 11.45, trace Al was found to enhance the CL from luminol–KMnO4 system. However, at pHs ≤ 10.42, it was found to inhibit strongly
he CL from luminol–KMnO4 system. The effect of pH, luminol and potassium permanganate concentrations on the kinetic characteristics of
L system was investigated in the presence of trace Al. On this basis, a flow injection inhibition chemiluminescence method was established

or the determination of trace Al in this study. Under optimized conditions, the CL decreased linearly with Al(III) concentration in the range of

–500 �g L−1 and the detection limit (3σ) of 2 �g L−1. The relative standard deviation (R.S.D.) is 3.6% for 100 �g L−1 Al(III) (n = 11). The method
as been applied to the determination of trace Al in real water samples with satisfactory results without the pretreatment of samples. The results
iven by the proposed method are in good agreement with those given by ICP-AES detection method.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Al had been thought to be a relative harmless element for
long time. Recent researches implicate that the proper level

f aluminum can play a certain role in elements’ metabolism
n body, but excessive Al(III) has toxicity and can lead to vari-
us disorders, such as disturbing the metabolism of phosphorus
o result in bone pathological changes. In particular, the bad
ffects on nerve center are most obvious, probably causing many
ental diseases, such as dementia [1]. At present, the biologic

oxicity of Al has been more and more concerned. Therefore, a
evelopment of fast, simple and sensitive method for trace Al
etermination is needed.
The published analytical methods for Al determination can
e categorized two kinds. One is the direct method and the other
he derivatization-based method. The former methods include

∗ Corresponding author. Fax: +86 23 68866796.
E-mail address: yuminghuang2000@yahoo.com (Y. Huang).
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r
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.08.030
tomic absorption spectrometry [2–7], and ICP-AES [8–10], and
he latter do spectrophotometry [11–16], resonance Rayleigh
cattering (RRS) [17] and fluorescence [18–25]. Chemilumi-
escent (CL) methods promise ultra sensitive detection limits
attomole-zeptomole), rapid assays, and a broad range of ana-
ytical applications with simple instruments (no monochromator
equired). CL-based analytical methods have been reported for
etal analysis [26–32]. Regarding the determination of Al by

hemiluminescence, however, there are limited literatures deal-
ng with this issue to date [32]. Du and Huie [32] reported a
hemiluminescence method for the determination of aluminum
ased on chemical excitation of fluorescent Al-lumogallion
omplex through hydrogen peroxide–peroxyoxalate system.
lthough high sensitivity and good selectivity were realized by

bove method, complex configuration and organic media were
dopted for maximum of CL response. Direct chemilumines-

ence analysis of trace Al without derivatization has not been
eported in literature.

In this paper, the feasibility of direct determination of
race Al by using FI-CL system was studied for the first
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Fig. 1. Schematic diagram of the flow system for the determination of trace
Al. a, H2O; b, luminol; c, KMnO4; S, sample; P1 and P2, peristaltic pump; V,
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ime. Experimental results show that at pHs ≥ 11.45, trace Al
as found to enhance the CL from luminol–KMnO4 system.
owever, at pHs ≤ 10.42, it was found to inhibit strongly

he CL from luminol–KMnO4 system. The investigations
emonstrate that the luminol and potassium permanganate
oncentrations did not influence the pathway of CL reaction
n the presence of trace Al. Based on above results, a flow
njection inhibition chemiluminescence method was established
or the determination of trace Al in this study. To the best of
ur knowledge, this is first report on direct CL determination
f trace Al without derivatization by using common luminol
ystem. The developed method was applied to the determination
f Al contents in water samples with satisfactory results.

. Experimental

.1. Apparatus

Two two-channel peristaltic pumps (Wenzhou, China) and
n eight-channel injector valve (Wenzhou, China) were used to
onstruct the FI system. PTFE tubing (0.8 mm i.d.) was used
o connect all components in the flow system. The chemilumi-
escence measurements were carried out with a Type IFFL-D
low-Injection Chemiluminescence Analyzer (Reike, Xi’an).
he ICP-AES determination of Al(III) was performed by Type
PS-7000 Atomic Emission Spectrophotometer (Puxi, Beijing,
hina). All the glass tubes and volumetric flasks were dipped

n 20% (v/v) nitric acid, followed by thoroughly rinsing with
ouble-distilled water prior to use. The pH measurements were
ade with a Model pHs-3C meter (Chengdu, China).

.2. Reagents

All the reagents used were of analytical grade unless spec-
fied otherwise. Doubly deionized water was used throughout
he study. All reagents were obtained from Chongqing Chemi-
al Reagents Company (Chongqing, China) except for luminol
>95%) which was from Merck (Darmstadt, Germany). A stock
olution of Al(III) (2500 �g mL−1) was prepared by dissolv-
ng 3.4760 g Al(NO3)3·9H2O in 100 mL of water and stored
n refrigerator. Working standard solutions of Al(III) were pre-
ared daily from the stocked solution by appropriate dilution
ith doubly deionized water. A 0.01 mol L−1 luminol solu-

ion was prepared by dissolving 0.1777 g luminol in 100 mL
f 0.001 mol L−1 NaOH solutions. Potassium permanganate
GR grade) stock solution (1.0 × 10−2 mol L−1) was prepared
n brown bottle and kept in dark.

.3. General experimental procedure for chemiluminescent
etermination

A schematic diagram of flow detection system used in this
ork is shown in Fig. 1. Two peristaltic pumps were used to

eliver all solutions; one at a flow rate of 3.5 mL min−1 (pump1)
or delivering sample and water carrier stream; the other for
elivering CL reaction reagents at a flow rate of 3.5 mL min−1

per tube, pump2). Flow lines were inserted into potassium per-

t
o
t
e

ight-channel valve; T1 and T2, mixing tube; F, flow cell; W, wastewater; D,
etector; PC, computer.

anganate, alkaline luminol solution, water carrier, respectively.
ne hundred eighty microlitres of sample solution was injected

nto water stream by an eight-way injection valve and then mixed
ith the mixture of luminescent reagents (potassium perman-
anate solution/luminol solution). The emitted CL was collected
ith a photomultiplier tube (operated at −800 V) of the Type

FFL-D Flow-Injection Chemiluminescence Analyzer. The sig-
al was recorded using an IBM-compatible computer, equipped
ith a data-acquisition interface. Data-acquisition and treatment
ere performed with REMAX software running under Windows
8. For characterization of the chemiluminescent analysis sys-
em, aqueous standards were used. A series of working standard
olution with different concentrations were prepared by dilut-
ng a concentrated fresh standard solution of Al(III) with water.
he net CL emission intensity (�I = I0 − I1, where I1 is the CL

ntensity of sample solution, I0 the blank solution.) versus Al(III)
oncentration were used for the calibration.

.4. Procedure for water samples

Two tap water samples and two mineral water samples were
ollected from laboratory and local markets. The samples were
tored at 4 ◦C in refrigerator to avoid exposure to light and air.
or the determination of trace Al(III) in tap water sample, five-
old dilution was adopted. However, it is two-fold dilution for
ineral water sample analysis.

. Results and discussion

.1. The characteristic of CL kinetic curves

Due to the nature of the luminol reaction, which is more
avored under basic conditions, the kinetic curves at different pH
n the presence of Al(III) were investigated. As shown in Fig. 2,

he curves demonstrated one enhancing peak at 11.45 and 12.10
f pH, whereas one inhibiting peak at pH 9.40 and 10.42. It seems
hat the pH of solutions obviously influenced the pathways. The
ffect of luminol concentrations on CL kinetic curves of system
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Fig. 2. The CL kinetic curves at different pH of luminol. Reaction
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for NH4 , CO3 ; 1 for Mg , PO4 , Ba , respectively. From
onditions: Al(III), 100 �g L−1; KMnO4, 1.0 × 10−4 mol L−1; luminol,
.0 × 10−5 mol L−1.

as studied under pH of 9.40, 11.45 and 12.10, respectively.
xperimental results demonstrate that only one inhibiting peak
as observed with 1.0 × 10−6 to 1.0 × 10−4 mol L−1 luminol

t pH 9.40. However, only one enhancing peak was observed at
H 11.45 and 12.10. It is possible that luminol concentration did
ot influence the CL pathway.

The effect of concentrations of potassium permanganate on
L kinetic curves of the system was also studied under pH of
.40. Experimental results demonstrate that only one inhibit-
ng peak was observed with 1.0 × 10−6 to 2.0 × 10−4 mol L−1

otassium permanganate. Similarly as luminol effect under
igh pH value, when the effect of concentrations of potassium
ermanganate on CL kinetic curves of the system were per-
ormed under pH 11.45 and 12.10, only one enhancing peak
as observed. It is possible that potassium permanganate con-

entration did not influence the CL pathway. From above results,
t can be concluded that the CL enhancement and inhibition of
l(III) depended the pH of the solutions.

.2. Optimization of chemiluminescence reaction

As indicated above, luminol reacts with potassium perman-
anate to produce light emission in basic solution. Therefore,
odium hydroxide was added in a flow line to improve the
ensitivity of reaction. The effect of pH on CL reaction was
tudied as shown in previous section. As can be seen from Fig. 3,
n the pH range from 8.17 to 11.06, I0 increases with increase
f pH, however, in the presence of Al(III), inhibition CL signal
as observed. So, from the results of pH effect we tested, it can
e concluded that when pH ≤ 11.06, CL inhibition occurs in the
resence of Al(III). When pHs ≤ 10.42, it was found to inhibit
trongly the CL from luminol–KMnO4 system. When pH is
etween 11.06 and 11.45, CL signal will from inhibition to
ackground, then to enhancement. It was found from Fig. 3 that

he �I increased with the increase of pH up to 9.4; however,
he background level (I0) also increases with pH value. So the
ignal/noise (S/N) ratio was used to evaluate pH effect. As can
e seen from Fig. 3, the S/N ratio increases with pH value up

a
A
i
i

ig. 3. Effect of pH on CL intensity. Reaction conditions: Al(III), 100 �g L−1;
MnO4, 1.0 × 10−4 mol L−1; luminol, 5.0 × 10−5 mol L−1.

o 9.40, above which the S/N ratio decreases. As a compromise
etween the sensitivity and the background level, finally, pH
alue of 9.40 was selected for the present work. The effect of
uminol concentration on the �I was investigated ranging from
.0 × 10−6 to 1.0 × 10−4 mol L−1. The experimental results
howed that the S/N ratio increases with the concentration of
uminol up to 5.0 × 10−5 mol L−1, above which the S/N ratio
ecreases. So 5.0 × 10−5 mol L−1 luminol was used in the
ollowing work. The effect of potassium permanganate con-
entration on the �I was investigated ranging from 1.0 × 10−6

o 2.0 × 10−4 mol L−1. The results showed that �I increased
ith increase of potassium permanganate concentration, mean-
hile, the base line also increased. The experimental results

howed that the S/N ratio increases with the concentration
f potassium permanganate up to 1.0 × 10−4 mol L−1, above
hich the S/N ratio decreases. So 1.0 × 10−4 mol L−1

otassium permanganate was used in the following
ork.

.3. Effect of mixing tube length

The effect of mixing tube length was studied in the present
tudy. The results demonstrate that the net CL response (�I)
f FIA system increases with increasing of mixing tube T1 to
8 cm, T2 to 10 cm, respectively. Above which, the CL response
ecreases. Finally, 48 and 10 cm were selected as the optimum
ixing tube length for T1 and T2, respectively.

.4. Interference study

The effect of foreign substances was tested by analyzing
standard solution of Al(III) (100 �g L−1) to which increas-

ng amounts of interfering substances was added. The tolerable
oncentration ratios with respect to 100 �g L−1 Al(III) for inter-
erence at 5% level were over 1000 for Na+, K+, Cl−, urea; 200
or Fe3+; 100 for Ca2+; 50 for Co2+; 10 for Cr3+, HCO3

−; 5
+ 2− 2+ 3− 2+
bove results, it can be seen that some metals interfere with
l(III) determination. So, when performing the Al(III) analysis

n real samples, the standard-addition method should be adopted
n order to alleviate the matrix effects.
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Fig. 4. A typical FIA chart from standard samples. Letters a–j represents Al(III)
standard solutions with concentrations of: 0, 8, 10, 30, 50, 100, 200, 300, 400 and
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00 �g L−1, respectively. Inset: Amplification FIA chart from standard samples
f a–e, respectively.

.5. Working curves and detection limits

Under the selected conditions given above, the calibra-
ion graph of emission inhibition versus Al(III) concentration
as linear in the 8–500 �g L−1 range (�I = 2924.7 [Al(III)]

�g mL−1) + 184; r2 = 0.9903, n = 9) with a detection limit (3σ)
f 2 �g L−1. Relative standard deviation (n = 11) was 3.6% for
00 �g L−1 Al(III). The typical FIA chart from standard samples
s given in Fig. 4.

The present method was compared to other published meth-
ds, as indicated in Table 1, for both detection limit and dynamic
ange. As can be seen that the detection limit of this method was
enerally same as those by UV [13,15], resonance Rayleigh
cattering [17] and fluorescence [19,20]. Although the detection
imit of this method was two-order magnitude higher than the Al-

umogallion complex-peroxyoxalate CL detection method [32]
nd three-order magnitude higher than the 8-hydroxyquinoline
reconcentration-Al-lumogallion complex-Brij-35 fluorescence
etection method [18], direct determination of trace Al(III)

w
o

p

able 1
omparison of the performance of the developed method for Al analysis with that of

ethod used Dynamic range (�g

l-quercetin complex-HPLC–UV 2.7–2160
l(III)-salicylaldehyde picolinoylhydrazone
(SAPH) complex-UV

5–30

l(III)–morin-surfactant complex resonance
Rayleigh scattering

2.7–243

-Hydroxyquinoline
preconcentration-Al-lumogallion
complex-Brij-35 fluorescence

–a

l-lumogallion complex-fluorescence 0–999
luminum–morin complex fluorescence 50–1000
l-lumogallion complex-peroxyoxalate CL 0.582–533
uminol–potassium permanganate CL 8–500

a Not given in the Ref. [18].
(2007) 1861–1866

ithout derivation can only be realized by the proposed
ethod.

.6. Application to the real samples

It is reported that Al(III) level is less than 50 �g L−1 in bottled
ineral water [4] and is commonly between 10 and 140 �g L−1

ange [24] in tap water. The proposed method can be used for
l(III) measurement due to its relatively high sensitivity. As an

llustration of analytical application, the proposed method was
pplied to the determination of Al(III) at trace level in the tap
ater and mineral water samples. The procedure for pretreat-
ent of each collected sample was described in Section 2.4. In

rder to alleviate the matrix effects, standard-addition method
as adopted for Al(III) analysis when performing real sample

nalysis. The recovery tests were also carried out on the samples.
he results are shown in Table 2 and Fig. 5. In order to examine

he validity of the proposed method, the results obtained by ICP-
ES method as a reference method were compared with those
btained by the proposed method (Table 2). The results show
hat the proposed method can be applied to the determination of
l(III) in tap water and mineral water samples with satisfactory

esults. Furthermore, the results given by the proposed method
re in good agreement with those given by ICP-AES methods
nd the obtained recoveries were satisfactory. This suggests that
he proposed method is sensitive, reliable and might be promis-
ng for determination of Al content in real samples.

.7. Possible CL mechanism

It was found that the reaction of potassium permanganate with
uminol could produce weak CL, which was inhibited by Al(III)
t pHs ≤ 10.42 and enhanced by Al(III) at pHs ≥ 11.45. The
uorescence spectra of the potassium permanganate–luminol
eaction in the absence and presence of Al(III) were measured
t pH 9.40 and 12.00, respectively. All fluorescence spectra were
lmost identical with a maximum wavelength at about 425 nm,

hich indicated that the luminophor in the absence and presence
f Al(III) at different pH conditions could be aminophthalate.

The UV–vis absorption spectra of the potassium
ermanganate–luminol-Al(III) CL reaction indicates that

other methods

L−1) Detection limit (�g L−1) References

1.4 [13]
1.9 [15]

1.2–3.2 [17]

0.004 [18]

0.10–1 [19]
3 [20]
0.042 [32]
2 This work
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Table 2
The determination of Al(III) in real water samples

Sample ICP-AES method The proposed FI-CL method

Founda (�g mL−1) Added (�g mL−1) Founda (�g mL−1) Recoverya (%)

A (tap water) 0.10 ± 1.60 0 0.12 ± 3.80
0.10 0.21 ± 2.93 92 ± 2.66
0.15 0.29 ± 3.04 111 ± 2.38

B (tap water) –b 0 0.12 ± 3.50
0.10 0.22 ± 3.22 104 ± 3.01
0.15 0.26 ± 2.35 94 ± 2.33

C (mineral water) 0.04 ± 5.00 0 0.04 ± 2.50
0.04 0.08 ± 4.37 92 ± 3.27
0.05 0.08 ± 3.82 93 ± 2.10

D (mineral water) 0.02 ± 4.20 0 0.04 ± 1.70
0.04 0.08 ± 2.08 94 ± 1.98
0.05 0.09 ± 2.36 112 ± 2.85

a Averages of three determinations (R.S.D.%).
b Not analyzed.

F ) leve
( A and
b

l
t
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p
t
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t
h
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s
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f

ig. 5. Results of standard-addition method for the determination of trace Al(III
C and D) The results from the mineral waters, respectively. Note that samples
y dilution of 1:2.

uminol was oxidized by potassium permanganate. However,
here is no reaction between potassium permanganate and
l(III). Also there is no reaction between luminol and Al(III).
Based on the above discussion, the possible mechanism of the

otassium permanganate–luminol-Al(III) CL reaction might be
hat aluminium(III) may form the hydroxide precipitate in mildly

lkaline conditions, leading to the CL signal decrease due to
urbidity occurring in mildly alkaline conditions. However, the
ydroxide precipitate dissolves under strong alkali conditions,
eading to enhancement CL signal.

t
w
o
r

l in real water samples. (A and B) The results from the tap waters; respectively.
B were analyzed by dilution of 1:5; whereas samples C and D were analyzed

. Conclusion

The present study demonstrated, for the first time, the fea-
ibility of employing the luminol–KMnO4 CL reaction for the
etermination of trace Al via its inhibition effect on emission
rom potassium permanganate oxidation on luminol under rela-

ive lower basic pH. When compared to other analytical methods
hich employed FI for the detection of the Al, the sensitivity
f the proposed method was same as those by fluorescence and
esonance Rayleigh scattering. Moreover, the propose method
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[2] C.G. Magalhães, K.L.A. Lelis, C.A. Rocha, J.B.B. Silva, Anal. Chim. Acta
464 (2002) 323.

[3] J.L. Burguera, M. Burguera, R.E. Anton, J.-Louis Salager, M.A. Arandia,
C. Rondon, P. Carrero, Y.P. de Pena, R. Brunetto, M. Gallignani, Talanta
68 (2005) 179.

[4] P. Maria, M. Agar, J. Food Compos. Anal. 8 (1995) 21.

[5] J.S. Verbeke, D. Verbeelen, D.L. Massart, Clin. Chim. Acta 108 (1982) 67.
[6] P. Allain, Y. Mauras, F. Khatchadourian, Anal. Chem. 56 (1984) 1196.
[7] E.A. Nater, R.G. Burau, M. Akeson, Anal. Chim. Acta 225 (1989) 233.
[8] G. Tanqen, T. Wickstr¢m, S. Lierhaqen, R. Vogt, W. Lund, Environ. Sci.

Technol. 36 (2002) 5421.

[
[
[
[
[

(2007) 1861–1866

[9] B. Fairman, A. Sanz-Medel, P. Jones, J. Anal. At. Spectrom. 10 (1995) 281.
10] M. Luo, S. Bi, Environ. Chem. (Chin.) 22 (2003) 204.
11] L. Sombra, M. Luconi, M.F. Silva, R.A. Olsina, L. Fernandez, Analyst 126

(2001) 1172.
12] M. Luo, S. Bi, J. Inorg. Biochem. 97 (2003) 173.
13] H. Lian, Y. Kang, S. Bi, Y. Arkin, D. Shao, D. Li, Y. Chen, L. Dai, N. Gan,

L. Tian, Talanta 62 (2004) 43.
14] O. Royset, Anal. Chem. 59 (1987) 899.
15] G. Albendin, M.P. Manuel-Vez, C. Moreno, M. Garcia-Vargas, Talanta 60

(2003) 425.
16] O.Yu. Nadzhafova, O.A. Zaporozhets, I.V. Rachinska, L.L. Fedorenko, N.

Yusupov, Talanta 67 (2005) 767.
17] X. Long, S. Bi, H. Ni, X. Tao, N. Gan, Anal. Chim. Acta 501 (2004) 89.
18] J.A. Resing, C.I. Measures, Anal. Chem. 66 (1994) 4105.
19] S.H. Sutheimer, S.E. Cabaniss, Anal. Chim. Acta 303 (1995) 211.
20] S.M.Z. Al-Kindy, F.O. Suliman, S.B. Salama, Microchem. J. 74 (2003)

173.
21] A. Alonso, M.J. Almendral, M.J. Porras, Y. Curto, C. Garcı́a de Marı́a,

Anal. Chim. Acta 447 (2001) 211.
22] J. Zhang, H. Xu, J.L. Ren, Anal. Chim. Acta 405 (2000) 31.
23] J.L. Ren, J. Zhang, J.Q. Luo, X.K. Pei, Z.X. Jiang, Analyst 126 (2001) 698.
24] A.G. Howard, A.J. Coxhend, I.A. Potter, A.P. Watt, Analyst 111 (1986)

1379.
25] J.F. Garcia Reyes, P. Ortega Barrales, A. Molina Diaz, Talanta 65 (2005)

1203.
26] S. Satienperakul, T.J. Cardwell, S.D. Kolev, C.E. Lenehan, N.W. Barnett,

Anal. Chim. Acta 554 (2005) 25.
27] W.P. Yang, Z.J. Zhang, W. Deng, Anal. Chim. Acta 485 (2003) 169.

28] S.M. Reza, J. Deepika, K.P. Jonathan, K.A. Hunter, Talanta 62 (2004) 924.
29] P.L. Croot, L. Patrick, Anal. Chim. Acta 466 (2002) 261.
30] B.X. Li, D.M. Wang, J.G. Lv, Z.J. Zhang, Talanta 69 (2006) 160.
31] M.H. Sorouraddin, J.L. Manzoori, M. Iranifam, Talanta 66 (2005) 1117.
32] M. Du, C.W. Huie, Anal. Chim. Acta 443 (2001) 269.



A

r
r
w
s
(
©

K

1

t
w
e
a
t
t
p
f
h
s
c

t
h
s

0
d

Talanta 71 (2007) 1926–1931

Determination of apparent reducing sugars, moisture and
acidity in honey by attenuated total reflectance-Fourier

transform infrared spectrometry

Luiz C.M. Pataca a, Waldomiro Borges Neto a, Maria C. Marcucci b, Ronei J. Poppi a,∗
a Instituto de Quı́mica, UNICAMP, P.O. Box 6154, 13084-971 Campinas, SP, Brazil

b Universidade Bandeirante de São Paulo, Campus MC, Rua Maria Cândida, 1813, 02071-013 São Paulo, SP, Brazil

Received 9 May 2006; received in revised form 31 July 2006; accepted 23 August 2006
Available online 28 September 2006

bstract

Attenuated total reflectance-Fourier transform infrared spectrometry, in conjunction with multivariate calibration, was used for determination of
educing sugars, humidity and acidity in honey bee samples. Multivariate calibration models were built using partial least squares (PLS) and were
efined through variable selection per interval (iPLS) and genetic algorithms. The calibration models show satisfactory results for all parameters

ith average relative errors of 6% for acidity, 1% for reducing sugars and 2% for humidity. For the acidity and reducing sugars parameters, variable

election was irrelevant, but for humidity it was essential. For the humidity parameter, it was necessary to use two variable selection techniques
by intervals and genetic algorithm) concomitantly in order to obtain a satisfactory calibration model.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Bee honey is a widely natural product used with produc-
ion scattered all over the world. It is primarily used as a food,
hich therefore makes quality tests of utmost importance. Sev-

ral agencies, such as Food and Agriculture Organization (FAO)
nd World Health Organization (WHO) of The United Nations
hrough Condex Alimentarius Commission, which has become
he global reference point for consumers, food producers and
rocessors, national food control agencies and the international
ood trade, set quality parameters and methods of analysis for
oney [1]. Some of these analytical methods are very time con-
uming, requiring intensive use of workforce and high execution
osts.

The literature refers to some articles where vibrational spec-

roscopic techniques have been used for determination of some
oney quality parameters. Several of them describe near-infrared
pectroscopy (NIR) as the technique in the determinations.

∗ Corresponding author. Tel.: +55 19 37883126; fax: +55 19 37883023.
E-mail address: ronei@iqm.unicamp.br (R.J. Poppi).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.08.028
pparently, in literature there is no report of any application
f the mid-infrared spectroscopy (MIR) to honey composition
nalysis. Garcı́a-Alvarez et al. [2] had used NIR, combined with
ultiple linear regression (MLR), principal components regres-

ion (PCR) and modified partial least square (MPLS) to analyze
ructose, glucose and moisture in honey. NIR was also used by
iu et al. [3] in determination of moisture, fructose, glucose,

ucrose and maltose but they did not obtain good results for free
cid, lactone and hydroxymethylfurfural, which are trace com-
onents on honey. As on Garcı́a-Alvarez article, Qiu used MLR,
CR and MPLS as statistical tools for data mining with best
esults being achieved using MPLS, except for moisture con-
ent, where the optimal calibration model was developed using
LS. It can be cited the work of Ha et al. [4] as another exam-
le of moisture, fructose, glucose and sucrose determination by
IR using PLS and MLR. Cho and Hong [5] have been used
IR combined with MLR and PLS to analyze moisture, inverted

ugar, sucrose, hydroxymethylfurfural (HMF) and carbon stable

sotope ratio (CSRI). Good results were obtained for moisture
nd CSIR, but for inverted sugar, sucrose and HMF validation
esults were considered to be insufficient for practical use imple-
entation.
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Vibrational spectroscopy techniques, when combined with
ultivariate calibration, can be simple, of fast execution and

ow cost [6]. Mid-infrared spectroscopy displays more spectral
nformation and better resolution of absorption bands than near-
nfrared spectrometry. The use of attenuated total reflectance
ATR) crystals greatly simplifies the process of spectra acqui-
ition for viscous samples that contain humidity, such as honey
amples.

Multivariate calibration is normally utilized to correlate spec-
ral information with the property been studied (concentration
f analytes). Multivariate calibration techniques using partial
east squares (PLS) [7] have been widely utilized to obtain this
orrelation. Calibration models can be significantly improved
hrough a process of variable selection. In this case, a set of
pectral wavenumber is selected that will produce better predic-
ion ability, based on errors of validation samples, in comparison
ith the full spectra. Therefore, techniques applying variable

election per interval (iPLS) [8] and genetic algorithm (GA) [9],
ith a view to obtain more accurate prediction values, have been
sed. The iPLS technique is based on the division of the spec-
rum into smaller intervals followed by the estimation of a PLS
egression model for each interval. The root mean square error
f cross-validation (RMSECV) is calculated for each model and
ompared to the value obtained for the whole spectrum. The
egion displaying the smallest value of RMSECV is then cho-
en [10]. The genetic algorithm is based on Darwin’s theory of
volution and it is used for optimization processes. Each indi-
idual is composed of a set of “genes” (set of wavenumber) that
re expressed in binary code. Each variable, or wavenumber,
s given a binary representation of “1” or “0” (selected or not
elected). The sets of variables that produce calibration mod-
ls with the smallest value of the prediction error are selected in
ach generation and represent the most adapted individuals. New
enerations are produced by crossing between the most adapted
ndividuals of the previous generation. Also mutations can be
roduced, which are utilized to give new “genetic” information
o the population and to prevent its saturation with similar sets of
enes (premature convergence). The disadvantages of variable
election by GA are: the possibility of generating a calibration
odel with overfitting (due to the number of generations or

he dimension of the data matrix), the lack of reproducibility,
ecause of its probabilistic nature, and computer running time.
he last is becoming less relevant due to the evolution of com-
uters [9]. With a view to avoid overfitting of the calibration
odel or even to obtain a calibration model with better pre-

iction ability, the variables selected by the iPLS method can
e used as input data in GA in an approach called GA–iPLS
11].

Apparent reducing sugars represent the great majority of the
ugars in floral honey samples. In honeydew, however, the lev-
ls of these sugars are generally lower. A reducing sugar is a
ype of sugar with an aldehyde group. This allows the sugar
o act as a reducing agent, for example, in the Benedict’s test,

hich is used as method for determination of the presence of

educing sugars or more generally for the presence of aldehydes,
n a solution. Benedict’s reagent contains blue copper(II) sul-
ate (CuSO4)·5H2O which is reduced to red copper(I) oxide by

T
t
i
p
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ldehydes, thus oxidizing the aldehydes to carboxylic acids. The
opper oxide is insoluble in water and so precipitates. The colour
f the final solution ranges from green to brick red depend-
ng on how many of the copper(II) ions are present. Reducing
ugars on honey include mainly fructose and glucose. Signifi-
antly, sucrose is not a reducing sugar. The determination of this
arameter is used for differentiating floral honey from honey-
ew. Another important parameter to describe honey quality is
oisture, since honeys with high levels of water tend to ferment
ore easily. Acidity is an excellent indicator of the fermenta-

ion process, since there is an increase in the acidity of samples
hich are undergoing fermentation.
In this work, acidity, humidity and reducing sugars were

etermined in multi-floral honey samples through mid-infrared
pectrometry using attenuated total reflection with a ZnSe crys-
al sampling accessory. Multivariate calibration based on PLS
as used to built a model to establish a relation between the
IR spectra and the quality parameters obtained by standard
ethods. Finally, variable selection using iPLS, GA and a com-

ination of both (GA–iPLS), were employed to improve the
odeling performance.

. Materials and methods

.1. Samples

In this work, 48 authentic blossom honey samples, pro-
ided by Natural Labor, Campinas, Brazil, were employed.
he parameters apparent reducing sugars, moisture and acid-

ty had already been determined on these samples by Natural
abor. These values were used as reference values and they
ere determined by using official published methods. Appar-

nt reducing sugars were determined following AOAC Offi-
ial Method 920.183—sugars (reducing) in honey, which is
ased on a titrimetric redox method. Acidity was determined
ollowing the acid–base titrimetric AOAC Official Method
62.19—acidity (free, lactone and total) on honey. Moisture
as determined following refractometer reading of honey at
0 ◦C (AOAC Official Method 969.38B—moisture in honey)
12].

.2. Mid-IR spectroscopy

The MIR spectra were collected in triplicate using a ABB
omem spectrometer, model MB100, with a DTGS detector
nd attenuated total reflectance with a ZnSe crystal sampling
ccessory. The spectrometer was operated with a resolution of
cm−1 and 64 scans for each spectrum. Initially, spectra were

aken by filling the sample holder with the honey sample. How-
ver, due to high sugar concentrations of honey, the spectra were
ery noisy and the absorbances showed values up to 3. To solve
his problem, an area delimiter consisting of a plastic tube with
.0 mm internal diameter and 10 mm length was constructed.

he delimiter was placed onto the ZnSe surface in a fixed posi-

ion (see Fig. 1). Spectra were taken with honey samples placed
nside this delimiter. There was no laborious procedure for sam-
le preparation before the spectra acquisition step. They were
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Relative error =
√

(yp − yr)2

y2
r

× 100
Fig. 1. Scheme of the plasti

nly heated for 2 h at 40 ◦C on a water bath to dissolve any
rystals present.

.3. Data sets

In the chemometric data treatment, the average of triplicate
pectra was used. Samples were split into two groups, a cal-
bration group and a validation group. Before sample group
efinition, the spectra were smoothed using the Savitzky–Golay
lgorithm [13] with 15 points in the filter (width) and a poly-
omial of order one. The groups were separated according to
he Kennard–Stone algorithm [14] where samples are selected
equentially, spaced over the space defined by the variables.
he first sample selected is the most different one based on the
uclidean distance. Each new sample is calculated using the
istance from the previously selected samples. The algorithm
ill take always the farthest from the previously selected sam-
les [14]. Partial least squares, based on factor decomposition
f data set, was the base for all models developed, since it is
he standard multivariate calibration methodology nowadays.
LS calibration models were built using a centered data set and

he SIMPLS algorithm [15]. The number of significant latent
ariables was chosen using cross-validation based on the leave-
ne-out procedure.

For PLS multivariate calibration models, the PLS Toolbox
.5 from Eigenvector Research [16] was used. Variable selection
ased on iPLS was performed using the iToolbox for Matlab
rom Chemometrics Group-KVL, Copenhagen, Denmark [17].
he GA was performed using the GASELCTR routine from
LS Toolbox 3.5, where it was minimized the cross-validation
rror for variable selection.

. Results and discussion

Fig. 2 shows a typical honey infrared spectrum with vibra-
ional assignments. As honey consists essentially of a watery
olution of different sugars, predominantly fructose and glu-
ose [18], MIR spectrum of honey is dominated by sugar and
ater absorptions. The main absorptions from sugars arise in the

egion from 800 to 1500 cm−1 [19]. Bands appearing between

470 and 1150 cm−1 are due to bending modes of C C H,

O H, and O C H groups. The more intense peaks in the
egion 1150–900 cm−1 arise mainly from C O and C C stretch-
ng modes, with a peak around 1060–1020 cm−1 due to O H
placed on the ATR crystal.

ibrations [20]. O H and C H stretching vibrations from sug-
rs are expected to appear in the 3300–2820 cm−1 region [20].
he band frequencies of stretching and bending modes water
ppear at 3336 and 1635 cm−1, respectively [21].

.1. Acidity

Acidity reference values of the samples had values vary-
ng from 20.8 to 47.4 meq kg−1. The samples were split into

calibration and a validation group with 32 and 16 samples,
espectively. The PLS models created with these sample groups
id not present good results, so it was done an outliers analysis
ollowing methodology described by Martens and Naes [22]. It
as created a whole spectrum PLS model with all samples which
resented eight outliers by residual analysis [22]. These outliers
ere removed and the remaining samples were split again into

alibration and validation groups with 31 and 9 samples, respec-
ively. A new PLS model was created and the predicted values for
alidation samples were determined using the PLS calibration
odel previously developed. From the predicted acidity values,

he relative error for each sample was calculated, following the
quation:
Fig. 2. Infrared spectra of honey in the region of 4000–750 cm−1.
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Table 2
Acidity reference and predicted values for validation samples

Reference valuesa

(meq kg−1)
R.S.D.b

(%)
Predicted values
(meq kg−1)

Relative
error (%)

20.8 ± 0.9 4.3 24.1 16
32.2 ± 0.6 1.9 31.0 3.8
38.2 ± 1.3 3.4 33.8 11
29.3 ± 1.2 4.1 27.4 6.6
33.3 ± 0.6 1.8 32.5 2.3
26.9 ± 0.8 3.0 27.6 2.7
32.7 ± 0.9 2.8 32.6 0.4
31.8 ± 0.6 1.9 29.3 7.8
32.7 ± 1.4 4.3 31.7 3.0
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ig. 3. Cross-validated prediction errors (RMSECV) for 16 intervals (bars) for
cidity determination and full spectrum of honey (line).

here yp is predicted value by PLS model and yr is reference
alue determined by AOAC method.

For accomplishment of iPLS, several sub-intervals division
ere initially tested in the range of 5–40 and the best results were

eached when the spectrum was divided into 16 sub-intervals.
n Fig. 3, the bar indicates the root mean square error of cross-
alidation for each interval model and the doted line corresponds
o RMSECV for the global model (all variables) which was built
ith five latent variables (LV). The italicized numbers inside

ach error bar are the optimal number of latent variables for
ach interval model. The interval corresponding to wavenum-
ers from 738.7 to 956.6 cm−1 (second interval in Fig. 3) was
hosen, since it produced the lowest RMSECV. The PLS model
onstructed with this interval of variables did not show lower
oot mean square error of prediction (RMSEP) values than the
ull spectrum PLS model (Table 1). Other interval combina-
ions were tested, but none produced better prediction values. It
s possible that the acidity information is spread on the whole
pectral range and a variable selection per interval will automat-
cally reduce the information and induce an increase of RMSEP
ompared with PLS.

The genetic algorithm was applied to the full spectrum
GA–PLS procedure) and to the iPLS interval region selected

rom 738.7 to 956.6 cm−1 (GA–iPLS procedure). The lower
MSEP was obtained using the whole spectrum as input for the
A. Table 1 shows the statistical indicators from PLS calibra-

ion models built for acidity. The correlation coefficient (R2) in

able 1
tatistical indicators for acidity calibration models

ndicator PLS iPLS GA–PLS GA–iPLS

umber of latent variables 5 4 4 4
MSEP (%) 2.20 3.35 2.62 3.21
inimum relative error (%) 0.37 1.45 0.55 2.07
aximum relative error (%) 15.9 16.8 24.9 16.5
ean relative error (%) 5.99 8.68 6.81 8.48

2 0.893 0.839 0.826 0.839

o
p
A

3

i
f
p
b
t
h
f

a Values determinated on triplicate.
b Relative standard deviation (R.S.D.).

able 1 was computed from the regression line obtained between
he predicted PLS values and the reference values obtained
rom the official method. Although the use of the whole spec-
rum (PLS procedure) yield the lowest values of RMSEP and

ean relative error, there is no significant difference between
his model and all other ones studied when comparing RMSEP
alues using an F-test at 95% of confidence. Therefore, no
mprovement in the results could be observed using any vari-
ble selection method. It was only possible to find a narrow
pectral region (by using iPLS), related to sugar absorption (see
ig. 2) that can be used for acidity prediction.

Of the three parameters studied (acidity, reducing sugars and
umidity), acidity presented the largest prediction errors using
he calibration models developed. This might be explained by
he uncertainty data of the reference values. For acidity, the
eference values in the honey samples presented uncertainties
ith relative standard deviations of up to 9%. The reference
ethod AOAC Official Method 962.19 – acidity (free, lactone

nd total) on honey, consists in the dissolution 10 g of honey on
5 mL CO2 – free H2O and titration with 0.05N NaOH at rate of
.0 mL min−1. Addition of NaOH is stopped at pH 8.50. Imme-
iately, it is added 10 mL of 0.05N NaOH, and back-titration
ith 0.05N HCl in 10 mL buret is performed until pH 8.30.
hanges in addition speed of the NaOH can affect the final

esults of the determination. The utilization of an automatic
uret could improve the precision of the analyses. However, our
aboratory did not possess such equipment. The low precision
n acidity reference values led to high RMSEP values for the
redictions. Table 2 presents results for acidity determination by
OAC Official Method 962.19 (in triplicate) and by PLS model.

.2. Reducing sugars

Reducing sugars calibration PLS models were built in a sim-
lar way as for the acidity parameter. Residual analysis from the
ull spectrum PLS model did not show any outliers, so all sam-
les were used, and calibration and validation groups produced

y the Kennard–Stone algorithm had 32 and 16 samples, respec-
ively. Reducing sugars values varied from 61.1 to 79.0% for all
oney samples. On samples selected for validation, values were
rom 69.9 to 77.1%.
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Table 4
Reducing sugars reference and predicted values for validation samples

Reference
valuesa (%)

R.S.D.b (%) Predicted values
(%)

Relative error
(%)

79.0 ± 0.3 0.38 78.7 0.40
74.6 ± 0.9 1.2 76.1 2.1
71.9 ± 0.9 1.2 72.7 1.2
74.2 ± 0.3 0.40 74.9 0.98
74.2 ± 0.3 0.40 74.6 0.61
74.4 ± 0.3 0.40 74.2 0.20
73.7 ± 0.3 0.41 73.7 0.00
75.0 ± 0.3 0.40 76.9 2.5
73.7 ± 0.3 0.41 72.7 1.4
74.2 ± 0.3 0.40 73.6 0.82
77.1 ± 0.3 0.39 76.0 1.5
74.6 ± 0.1 0.13 76.0 1.9
67.1 ± 0.1 0.15 68.3 1.8
74.6 ± 0.9 1.2 73.6 1.3
71.4 ± 0.1 0.14 73.1 2.4
76.3 ± 0.1 0.13 76.3 0.035

a Values determinated on triplicate.
b Relative standard deviation (R.S.D.).

F
h
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t
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ig. 4. Cross-validated prediction errors (RMSECV) for 24 intervals (bars) for
educing sugars determination and full spectrum of honey (line).

In the iPLS approach, the best results were achieved for divi-
ion of the spectrum in 24 intervals. Others number of intervals
nd combinations of them were tried, but no improvement in
he results was observed. Variable selection by intervals led to
he choice of the wavenumber region from 869.8 to 916.1 cm−1,
hich corresponds to the sixth interval in Fig. 4. The PLS model
eveloped using this interval presented better prediction results
ut there is no significant difference between all models using
F-test at 95% of confidence. The utilization of the genetic

lgorithm again does not led to a better model in both GA–PLS
nd GA–iPLS models. Table 3 shows the statistical indicators
f the PLS calibration models developed for the reducing sugar
arameter. For the iPLS model, the results show a good correla-
ion between reference values and values predicted by the model,
ndicated by a correlation coefficient of 0.920. Again using iPLS
t was possible to find a narrow region for reducing sugar deter-

ination, in the range of 869.8–916.1 cm−1, closed related to
ugar absorption (see Fig. 2). Table 4 shows reference values
hich were determined by AOAC Official Method 920.183, on

riplicate, and iPLS model predicted values for reducing sugars.

.3. Humidity

As for the reducing sugars, there were no outliers for the

umidity. Therefore, the data treatment was performed using the
ame steps as for the reducing sugars parameter. Once again, a
roup of calibration samples with 32 samples and another vali-

able 3
tatistical indicators for reducing sugars calibration models

ndicator PLS iPLS GA–PLS GA–iPLS

umber of latent variables 7 5 5 4
MSEP (%) 1.28 1.04 1.31 1.03
inimum relative error (%) 0.26 0.0019 0.093 0.093
aximum relative error (%) 3.60 2.47 3.89 2.21
ean relative error (%) 1.44 1.184 1.37 1.24

2 0.762 0.846 0.755 0.843
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ig. 5. Cross-validated prediction errors (RMSECV) for five intervals (bars) for
umidity determination and full spectrum of honey (line).

ation group with the rest of the samples were created according
o the Kennard–Stone algorithm. The following calibration

odels: PLS, iPLS, GA–PLS and GA–iPLS, were developed.

In this case, the best results for iPLS were achieve when

he spectrum was split in five intervals as shown in Fig. 5. The
rediction results shown in Table 5 by PLS in the whole spec-
rum and GA–PLS calibration models were not satisfactory,

able 5
tatistical indicators for humidity calibration models

ndicator PLS iPLS GA–PLS GA–iPLS

atent variables 3 4 7 7
MSEP (%) 0.52 0.41 0.61 0.32
inimum relative error (%) 0.49 0.029 0.25 0.17
aximum relative error (%) 4.87 3.77 6.98 4.24
ean relative error (%) 2.50 1.98 3.01 1.45

2 0.450 0.796 0.163 0.823
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Table 6
Reference values and predicted values for humidity on validation samples

Reference
valuesa (%)

R.S.D.b (%) Predicted values (%) Relative error (%)

17.6 ± 0.1 0.57 17.5 0.71
17.2 ± 0.3 1.7 17.4 1.3
16.9 ± 0.2 1.2 16.9 0.17
17.2 ± 0.1 0.58 17.6 2.6
17.1 ± 0.1 0.58 17.5 2.4
17.2 ± 0.1 0.58 17.4 0.96
17.7 ± 0.1 0.56 17.6 0.79
18.1 ± 0.1 0.55 17.8 1.5
17.7 ± 0.1 0.56 17.5 1.0
17.5 ± 0.1 0.57 17.3 1.2
18.3 ± 0.1 0.55 18.2 0.51
18.6 ± 0.2 1.1 18.2 2.2
17.2 ± 0.2 1.2 17.5 1.6
18.4 ± 0.2 1.1 18.3 0.27
19.0 ± 0.1 0.53 18.2 4.2
18.8 ± 0.1 0.53 18.5 1.7

p
a
a
i
t
3
t
w
i
s
a
t
(
m
A
r
o
i
G
d
m
G

4

m

t
t
e
T
r
p
a
e
t
a
b
b

A

F

R

[

[
[

[
[
[
[

[

[
[

a Values determinated on triplicate.
b Relative standard deviation (R.S.D.).

resenting a correlation coefficient between prediction values
nd reference values of 0.671 and 0.404, respectively. Vari-
ble selection by intervals led to a significant improvement
n the results, achieving a correlation coefficient of 0.907 for
he GA–iPLS model. Frequency bands between 2665.4 and
338.5 cm−1 (fourth interval in Fig. 5), which correspond to
he beginning of the stretching band of the O H bond of water,
ere utilized. Table 5 shows statistical indicators for the PLS cal-

bration models developed for the humidity parameter. At first
ight, it seems that the genetic algorithm may not be necessary
s it makes only a small improvement in the results. Never-
heless, since humidity variation is relatively small in honey
15.6–19.3% for the samples in this study), this slight improve-
ent became essential for the viability of the calibration model.
n F-test performed at 95% of confidence indicated that the

esults for GA–iPLS are significantly different from the iPLS
nes, showing the improvement when the variables selected by
PLS are inputted in the GA algorithm. For this parameter, the
A–iPLS has been selected only 15 variables for the model
evelopment. Table 6 shows reference values which were deter-
ined by AOAC Official Method 969.38B, on triplicate, and
A–iPLS model predicted values for humidity.
. Conclusions

The utilization mid-infrared spectroscopy combined with
ultivariate calibration based on PLS with variable selection

[
[

[

71 (2007) 1926–1931 1931

echniques make possible the development of calibration models
hat have satisfactory power of prediction for the quality param-
ters of honey studied: acidity, reducing sugars and humidity.
he variable selection techniques studied produced irrelevant

esults in the case of acidity and reducing sugars, since for these
arameters the information is spread on the whole spectral range
nd the use of a narrow region can reduce the information. Oth-
rwise, for the humidity parameter, it was necessary to use the
wo variable selection techniques (by intervals and by genetic
lgorithm) concomitantly in order to obtain a satisfactory cali-
ration model. In this case, the information is on the stretching
and of the O H bond of water.
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bstract

In the context of a European project, a new approach of sampling of volatile polycyclic aromatic hydrocarbons (PAHs) from air was developed.
n fact, the aim of this project was to test the efficiency of an air cleansing prototype reactor, which was operating by non-thermal plasmolysis. With
n eye to model the atmosphere ejected by the prototype, we needed to vaporise the volatile PAHs in an air stream at concentrations as low as those
ecommended by European Directives (96/62/CE) for PAHs in ambient air (i.e. 1 ng m−3). Our strategy was based on the analysis of PAHs trapped
n an aqueous medium, in order to avoid important losses of volatile compounds observed during the delicate desorption–concentration step when
lassical solid supports are used. Then a study was carried out to determine: the design of the collecting part, the flow-rate of the air sampling, the
ature and concentration of chemical additives used to enhance PAH solubility in water. The very highly diluted aqueous media obtained after the
ubbling step were concentrated by solid-phase extraction (SPE) on hydrophobic cartridges and analysed on-line by reversed-phase HPLC with

V and fluorimetric detections. Lastly, the sampling technique was directly applied to the outlet of the air cleansing prototype and the analysis

fter 3–6 h of non-thermal plasmolysis showed that the target volatile PAHs were not present in an air stream initially polluted by volatile organic
ompounds.

2006 Published by Elsevier B.V.
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eywords: Aerosol PAH analysis; Aqueous trapping; On-line SPE-HPLC coup

. Introduction

Polycyclic aromatic hydrocarbons (PAHs) are environmental
ollutants formed during the incomplete combustion of car-
onaceous materials at high temperature. Due to their toxic,
arcinogenic and mutagenic effects, as well as their ubiquity in
he environment (water, air and soils) these compounds received

great research interest [1–3]. Today strict legal controls are
mposed in order to regulate production, use and emission of
AHs. According to the European Union requirements about

mbient air quality assessment and monitoring (96/62/CE direc-
ive), a value of 1 ng m−3, considered as an annual mean of daily
easurements, was recommended on September 1996 as a limit

∗ Corresponding author. Tel.: +33 232 291538; fax: +33 232 291538.
E-mail address: paul-louis.desbene@univ-rouen.fr (P.L. Desbène).
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Fluorimetric detection

alue in ambient air for benzo(a)pyrene and 0.1 ng m−3 as a
arget value. The French National Health Council also issued
n September 1997 a recommendation proposing 0.7 ng m−3

s a limit value and 0.1 ng m−3 as a target value. Although
enzo(a)pyrene is essentially found in particulate matter, it is
articularly carcinogenic and considered as the marker of all
AHs [4]. However, volatile and semi-volatile PAHs (contain-
ng less than five aromatic rings), which are known to be less
arcinogenic, must be also considered because they are particu-
arly abundant in the gas phase [5]. It is the case of naphthalene,
henanthrene, anthracene, fluoranthene and pyrene.

In the context of a European project, we developed a new
pproach of sampling of these volatile PAHs from an air flow

mitted at the outlet of an air cleansing prototype. In fact the aim
f this prototype was to eliminate pollutants present in the air,
hose initial pollutants being volatile organic compounds (VOC).
hen we had to insure that the clean up process, consisting in
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on-thermal plasmolysis generated by gliding arcs and catalysis
6], did not produce other harmful pollutants such as volatile
AHs.

Aerosol pollutants can be collected by means of high vol-
me sampling apparatus (HVS), sampling rates ranging from
5 to 30 m3 h−1, during about 10 h [7,8]. These apparatus are
enerally equipped with glass fiber filters or aluminium foils
o trap the particulate matter and with polyurethane foams or
AD-2 sorbents to collect the PAHs present in the gas phase.
owever, low volume sampling impactors (LVS) are gener-

lly preferred, because the losses of volatile or semi-volatile
AHs which occur during the high-volume sampling are reduced
9,10]. For such impactors, sampling rates range only from 1
o 3 m3 h−1 and consequently longer sampling periods, from

few days to a few weeks, are necessary to collect sufficient
uantities of pollutants. Consequently this large time consum-
ng technique also leads to significant losses of the more volatile
AHs whose molecular weights are less than that of phenan-
hrene [11,12]. Lastly an additional step is necessary before the
hromatographic analysis of collected PAHs, namely the quan-
itative desorption of the analytes from the solid trapping matrix.
erosol PAHs are traditionally extracted from a solid support by
eans of Soxhlet apparatus or by ultrasonication, sometimes by

sing microwave-assisted extraction (MAE) [13,14]. However,
ample concentration by evaporation and clean up procedures
re required prior to the chromatographic analysis. Now these
teps are unfortunately very critical in order to achieve quanti-
ative results concerning volatile PAHs.

For all these reasons, we chose to collect our target volatile
AHs (naphthalene, phenanthrene, anthracene, fluoranthene and
yrene) at the outlet of the air cleansing prototype directly into
liquid phase and not on a solid support, in order to avoid any

ample loss after the extraction step and the inevitable concentra-
ion by evaporation. In fact the aqueous phase containing trapped
AHs could be directly analysed by reversed phase HPLC with
V and fluorimetric detection. Indeed most PAHs are inherently
uorescent and using a fluorescence detector can increase the
etection sensitivity to the parts-per-billion level [15,16]. More-
ver, if necessary, a preliminary quantitative concentration step
y solid phase extraction (SPE), which can also be used as a
ample clean up procedure [17], could be developed prior to
he chromatographic analysis, in place of solvent evaporation,
n order to reach parts-per-trillion level.

. Experimental

.1. Apparatus

.1.1. HPLC analyses
The HPLC analyses were performed using a gold liquid

hromatography system (pumps model 126, Beckman, Fuller-
on, USA) equipped with a diode array UV detector (model
68 Beckman). A Prostar fluorimetric detector from Varian

as used on line (Varian, Palo Alto, USA). Reversed phase

nalyses were carried out using an octadecyl Ultrasphere
olumn (250 mm × 4.6 mm i.d., dp = 5 �m) purchased from
eckman.

o
m
p
h

a 71 (2007) 1825–1833

.1.2. Solid phase extraction (SPE)
For liquid solid extractions, an empty steel column

30 mm × 4.6 mm) purchased from Alltech (Alltech France,
emplemars, France) was filled with a trifunctional C18 solid
hase (dp = 37–55 �m) provided by Waters (Waters France, St.
uentin en Yvelines, France). We also tested a monofunctional
18 Ultrasphere precolumn (45 mm × 4.6 mm, dp = 5 �m) from
eckman. Functionality refers to the number of linear C18 side-
hains emanating from a branch point on silica surfaces. The
ation exchange cartridge Spherisorb SCX (30 mm × 4.6 mm,
p = 5 �m) was purchased from Waters. Finally a HPLC pump
model 510, Waters) was used for the percolation step.

.1.3. Generation of gaseous PAHs
Nitrogen of Alpha gas 1 quality (Air Liquide, Ivry, France)

as used as carrier gas. The heating resistance was purchased
rom Bioblock (Fisher Bioblock scientific, Illkirsh, France)
hereas the temperature controller was provided by Corame

Mont Saint Aignan, France). When we tested the efficiency of
he air cleansing prototype, a KNF Neuberger vacuum pump
Village-Neuf, France) was substituted to the generator of
aseous PAHs. The flowmeter used to control the aspiration
ow-rate was provided by System C Industrie (Bourg Saint
ndeol, France).

.2. Solvents and samples

Water was purified and deionised using a Direct Q3 sys-
em from Millipore (Millipore France, Molsheim, France).
cetonitrile, methanol and isopropanol were of HPLC grade

nd purchased from SDS (Peypin, France). Diethanolamine
purity > 99%) came from Accros Organics (Accros Organics
rance, Noisy le Grand, France). Acetone, isopropanol and

oluene, used as volatile organic compounds (VOC), came
rom Brenntag (Brenntag Nord, Wattrelos, France). Naphtha-
ene (NAPH, purity > 99%), anthracene (ANT, purity > 99%),
uoranthene (FLUO, purity > 99%), phenanthrene (PHEN,
urity > 96%) and pyrene (PYR, purity > 98%) were fur-
ished by Sigma–Aldrich, France. Cetyl trimethyl ammo-
ium bromide (CTAB, purity > 96%), Hexadecyl pyridinium
hloride (HPC, purity > 99%), Octadecyl trimethyl ammonium
romide (OTAB, purity > 98%) and Sodium dodecyl sulfate
SDS, purity > 99%) were all purchased from Sigma–Aldrich,
rance. Brij 58 was furnished by Accros Organics France. At

ast, NaCl (purity > 99%) was obtained from Sigma–Aldrich,
rance.

.3. Vaporization of PAHs and collection into an aqueous
hase

PAH vaporization and trapping were performed by means
f an experimental home-made apparatus, constituted on one
and of a flow-through generator of gaseous PAHs and on the

ther hand of two glass bubbling bottles containing an aqueous
edium (capacity: 2 L) and an empty safety bottle. The two

arts of the device were connected by a short PTFE tube and a
eating wire was wrapped round this tube in order to minimize
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Table 1
Wavelength programs as a function of time, used to detect the five target PAHs with UV and fluorescence detections, and limits of detection (LOD) and quantification
(LOQ)

Detection UV Fluorescence

Wavelength program t = 0, � = 220 nm (NAPH)a t = 0, �ex = 220 nm, �em = 330 nm (NAPH)a

t = 9.5 min, � = 250 nm (PHEN/ANT)a t = 9.5 min, �ex = 252 nm, �em = 370 nm (PHEN/ANT)a

t = 12.9 min, � = 235 nm (FLUO/PYR)a t = 12.9 min, �ex = 235 nm, �em = 420 nm (FLUO/PYR)a

NAPH PHEN ANT FLUO PYR NAPH PHEN ANT FLUO PYR

LOD (�g L−1) 4 9 5 14 15 0.3 0.2 0.2 0.7 0.8
LOQ (�g L−1) 14 29 16 46 50 0.9 0.8 0.5 2.2 2.5
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a Compounds detected in the program segment.

he PAH condensation after vaporization. The temperature of
his heating wire was kept constant at 180 ◦C by a temperature
ontroller. Experiments were started by injecting 30 �L of PAH
tandard solutions (from 0.1 to 1 mg L−1) into a round-bottom
lass flask containing 10 mL of diethanolamine. Then, the flask
as immersed into a pre-heated silicon bath (200 ◦C). This flask
as connected to a flow-rate regulator and to a nitrogen pressure

ontroller. Then the vaporized PAHs were carried away by the
itrogen through the second part of the device. The duration of
he sampling test was generally equal to 3 h and the collecting
ecoveries were all determined in duplicate.

.4. Trace enrichment

An empty column was filled with 180 mg of the trifunc-
ional C18 solid phase and was sonicated for a period of 10 min.
hen this column was washed with water, at a flow-rate equal

o 1 mL min−1 during 10 min, then with methanol (10 min) and
astly with water (10 min). After sonication (5 min), the aqueous

edium containing the trapped PAHs was percolated through
his cartridge. Such a cartridge was used approximately five
imes and was each time flushed by a sequence of 10 min with
ure water, followed by 20 min of methanol and then 10 min of
ure water, at a flow-rate equal to 1 mL min−1.

.5. HPLC analysis of target volatile PAHs

The separation of the five volatile target PAHs was achieved
y using an octadecylsilane stationary phase and a mixture of
cetonitrile and water 75:25 (v:v) as an isocratic mobile phase,
he flow-rate being equal to 1 mL min−1 and the temperature
et to 20 ◦C. In order to enhance the limits of detection, we
etermined the maximum UV absorption wavelengths for each
tudied compound and the optimal excitation (�ex) and emission
avelengths (�em) for fluorimetric detection. Segments of exci-

ation/emission wavelength pairs were then programmed as a
unction of time as reported in Table 1. Lastly, we chose a 30 �L
njection loop, without noticeable loss of chromatographic per-

ormances compared to those obtained in the case of classical

or 10 �L loops. Under such conditions the limits of detec-
ion (LOD, calculated as three times the background noise) and
he limits of quantification (LOQ, calculated as 10 times the

g
f
s
d

ackground noise) could be calculated for UV and fluorimetric
etections, as reported in Table 1.

.6. Aqueous trapping at the outlet of the air cleansing
rototype

Two bottles, containing silica gel, were added to the assembly
escribed in part 2.3, to protect the flowmeter and the vacuum
ump from humidity (see Fig. 1). Moreover, a collecting glass
robe was connected to the first bubbling bottle. The heating wire
as now wrapped round this collecting probe and was kept at
80 ◦C in order to minimize the condensation of PAHs. Indeed
he temperature of the atmosphere coming from the outlet of
he air cleansing prototype was measured and equalled approx-
mately 190–200 ◦C.

The diameter of the air cleansing prototype exhaust pipe was
qual to D1 = 60 mm and the air flow-rate was approximately
v1 = 15 m3 h−1. To operate at constant linear speed between

he prototype (v1) and the home-made sampling apparatus (v2),
t was necessary to solve the following equations:

1 = v2 ⇒ Qv1

D1
2 = Qv2

D2
2 ⇒ Qv2 = 0.104 m3 h−1

ith D2 = 5 mm (internal diameter of the sampling probe and all
lass tubings of the sampling system). Consequently the flowme-
er placed before the vacuum pump was set to 0.1 m3 h−1 during
ll the sampling time.

. Results and discussion

.1. Optimisation of trace enrichment by solid-phase
xtraction (SPE)

Five target volatile PAHs, having from two to four aromatic
ings, were chosen to study the collecting procedure of volatile
AHs suspected to be present in a particular atmosphere without
ny particulate matter. Table 2 presents some physico-chemical
roperties of these five PAHs. Due to their relatively high vapor
ressures compared to higher molecular weight PAHs, they

enerally occur in the gas phase of polluted atmospheres. We
ocused essentially on these aerosol PAHs because the atmo-
phere emitted by the air cleansing prototype was effectively
evoid of any particulates but was supposed to eventually contain
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Fig. 1. Experimental assembly used for air sampling, each bubbling bottle c

on-degraded VOCs or other relatively small volatile molecules,

arger ones being degraded by the plasmolysis process. Although
he five target PAHs have a low aqueous solubility (see Table 2),
e chose to collect them into an aqueous phase for the following

easons:

able 2
ome physico-chemical properties of the five studied volatile PAHs

AHs Chemical structure Molar mass
(g mol−1)

Vaporization
temperature (◦C)

Vapor p
25 ◦C (

APH 128.6 217.9 3.7 × 1

HEN 178.2 340 8.9 × 1

NT 178.2 342 7.8 × 1

LUO 202.3 375 7.8 × 1

YR 202.3 404 4 × 10−

a Ref. [31].
ing 250 mL of aqueous medium; T = 180 ◦C for the temperature controller.

Firstly, assuming that we could find good conditions to sol-

ubilize those PAHs in water, we could directly analyse the
resulting aqueous medium by reversed phase HPLC. So this
direct analysis would be free from the extraction step from
a solid adsorbent, which is the case for usual HVS or LVS

ressure at
atm)a

Henry’s law constant at
25 ◦Ca (L atm mol−1)

Aqueous solubility for gases
at 25 ◦C (mol L−1)a

0−4 0.43 8.7 × 10−4

0−7 0.026 3.5 × 10−5

0−7 0.023 3.3 × 10−5

0−7 0.0105 8.3 × 10−6

8 0.0089 8.3 × 10−6
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samplers and which can be critical for the quantification
step;
Secondly, we could envisage to concentrate traces of analytes
using SPE, that is a quantitative technique, and not by means
of solvent evaporation, generally used in classical extraction
procedures but which is particularly critical for volatile PAHs.

The optimisation of a quantitative trace enrichment process
as in fact necessary to decrease the UV and fluorimetric detec-

ion thresholds. Indeed the European Union requirements are of
he nanogram per litre order of magnitude for PAHs. According
o literature, several sorbents have been used in SPE for PAHs,
ut the one most currently used is certainly the C18 bonded silica
17–19].

At first, we tested off-line concentration, using a maximum
ercolation volume equal to 500 mL of a PAH aqueous solution.
lthough we could assume that PAHs should be completely

olubilized in water at concentration levels below their limit
f aqueous solubility, we decided to resort to an additive. In
act it was already suggested that ultra-trace enrichment with
PE was not an easy task because analytes may be lost by
dsorption on the walls of tubings and vessels [20]. To solve
his drawback, it was possible to add an organic co-solvent,
ut such an addition could decrease the adsorption capacity
f PAHs on the C18 precolumn. Another possibility was to
dd a surfactant [21]. We could not choose a non-ionic sur-
actant because it has been demonstrated that on one hand
t reduces the concentration efficiency on C18 cartridges and
n the other hand it can mask the detection of PAHs hav-
ng low retention times [22,23]. In fact, it is a cationic sur-
actant, the cetyl trimethyl ammonium bromide (CTAB) that
as chosen in order to concentrate large volumes of highly
iluted aqueous media without problems of solute adsorption
n tubings. Then the influence of the percolating flow-rate
as tested. It appeared that below 5 mL min−1, the recovery
ields of the five studied PAHs exceeded 92%. Above this
imit, the operating time was decreased but the enrichment was
ot quantitative. Then the adsorbed PAHs had to be eluted
ith a volume of organic solvent which had to be minimized.
hree solvents were tested and recovery yields increased in the
rder: methanol < acetonitrile < isopropanol. Then 5 mL of iso-
ropanol were necessary to obtain quantitative results. Under

uch conditions, we could reach enrichment factors of 100. Con-
equently, it was possible to detect PAHs in aqueous phase at
oncentrations as low as 2–8 ng L−1 with the fluorescence detec-
or. In view of the extremely weak rates recommended by the

t
a
o
d

able 3
omparison between two C18 stationary phases used in SPE on the recovery yields (%

artridges
CPAH (ng L−1))

Monofunctional C18

6 30 60

HEN 94.5 94.5 94.5
NT 63.3 88.4 96.2
LUO 46.8 40.4 60.7
YR 50.2 53.9 69.4

xperimental conditions: percolated volume: 500 mL, of the aqueous phase containin
a 71 (2007) 1825–1833 1829

uropean directives about PAHs in ambient air, those detection
hresholds were still too high.

In such conditions, we decided to develop on-line SPE-HPLC
oupling in order to avoid the dilution step due to the PAH elu-
ion by means of isopropanol. So the mobile phase required for
he HPLC analysis was now used to elute the compounds con-
entrated into the C18 precolumn. Table 3 presents the recovery
ields obtained after on-line SPE-HPLC coupling with two dif-
erent C18 precolumns and CTAB in the aqueous phase. It can
e seen from this table that the monofunctional C18 precolumn
as not as efficient as the trifunctional C18 one to concentrate

he heavier PAHs. This was probably due to the specificities
f the trifunctional C18 stationary phase that possesses more
ydrophobic boundary sites and is end-capped. When using
he CTAB additive, it was effectively possible, as mentioned
efore, to eliminate the drawback of PAH adsorption on vials
nd tubings, even at lower concentrations, i.e. from nanograms
o subnanograms per litre. Indeed relative standard deviations
R.S.D.) were now evaluated from four replicates at very low
nitial concentrations of PAHs (6 ng L−1). We obtained 6.1, 4.7,
.1 and 6.9%, respectively for phenanthrene, anthracene, fluo-
anthene and pyrene. In fact, those R.S.D. were only slightly
owered when the tests were performed at higher initial PAHs
oncentrations. Such an observation showed that when the more
iluted solutions were tested, the PAH adsorption on vessel walls
as not really perceptible if CTAB was added to the aqueous

olution. However, it should be noticed that results for naphtha-
ene are not reported in Table 3. In fact, the presence of CTAB in
queous phase was a drawback for the naphthalene quantifica-
ion. Indeed although CTAB is not retained on the C18 stationary
hase and is not detected using UV or fluorimetric detections,
ts large amount induces a peak tailing at dead volume which
revents us from quantitating the naphthalene. It should be men-
ioned that the percolating process on the C18 cartridge does not
liminate all the cationic species. A non-negligible quantity of
TAB remains on the C18 precolumn. Such an observation can
e understood if one compare the large amounts of CTAB con-
ained in 500 mL of percolating aqueous phase with the amounts
f PAHs (106 times higher for CTAB). We will see later that one
ould not noticeably decrease the CTAB concentration because
f its dominant role in the solubilisation process. Raising the
AHs retention times by increasing the percentage of water in

he mobile phase used for the HPLC analysis was no more of
solution. Indeed a loss in efficiency of the SPE process was

bserved when the percentage of organic solvent used for PAH
esorption was decreasing. So we attempted to eliminate the

) of volatile PAHs obtained after on-line SPE-HPLC coupling

Trifunctional C18

6 30 60

94.8 94.2 99.8
88.2 97.6 94.1
89.3 96.9 90.2
89.2 95.2 98.6

g CTAB (10−4 mol L−1), with variable initial PAH concentrations (CPAH).
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TAB during the percolating step using a cation exchange car-
ridge. Unfortunately, it was not only ineffective to eliminate all
he CTAB but also PAH recovery yields were poorer. Finally,
e tried to eliminate the majority of CTAB before the analysis

tep, incorporating the cation exchange cartridge between the
18 concentration precolumn and the analytical column. Unfor-

unately this operation was not really effective in eliminating all
he disturbing signals due to CTAB and the cation exchange car-
ridge introduced a dead volume that led to a very poor resolution
or the anthracene/phenanthrene pair.

Despite the problems encountered for the naphthalene quan-
ification, the excellent results showed for the other volatile
AHs should be underlined. As can be seen in Table 3, quanti-
ative recovery yields were reached for the four other PAHs on
he trifunctional C18 cartridge, even at initial PAH concentra-
ions as low as 6 ng L−1. In light of these results, we succeeded
n detecting the target volatile PAHs, solubilized in an aque-
us medium, at concentrations ranging from 0.07 to 0.2 ng L−1

for respectively anthracene and pyrene) with the fluorimetric
etection.

.2. Optimisation of the collection of PAHs from polluted
tmospheres

To study the collection efficiency of PAHs with an appropri-
te aqueous medium, it was obviously necessary to develop an
xperimental device composed of:

on one hand a dynamic flow-through gas generator of the
target contaminants;
on the other hand a collecting part containing the aqueous
phase [24].

PAH vaporization was based on heating these compounds
iluted in an organic solvent at 200 ◦C. Although PAHs have
igher vaporization temperatures than 200 ◦C (see Table 2), their
apor pressures and their high Henry’s law constants, quoted
n Table 2, are favourable to a vaporization process at 200 ◦C.
ndeed the obtained gas phase was progressively extracted from
he organic solvent by means of a gas stream (flow-rate set to
.1 m3 h−1, see Section 2). It was obviously important to find an
rganic solvent which was not vaporized at 200 ◦C. Therefore
e chose diethanolamine (Tvap = 217 ◦C under 150 mmHg) not
nly for its thermal stability but also for its high viscosity which
revented any passage to the second section of the device.

The collecting part was inspired by French standards NFX
3–300, NFX 44–052 and XPX 43–304 about air quality and
missions from sources. So we used glass bottles in which con-
aminated air flow was bubbling for a few hours. At first, we
ested the solubilization of PAHs in pure water. Fig. 2 shows the
nfluence of the volume of water on trapping efficiencies when
AHs were tested above their solubilization limit. In such con-
itions, we could assume that it was not necessary to exceed

50 mL of water to enhance PAH solubility. Above this value, it
ould have taken more time to concentrate PAHs by SPE with-
ut any benefit on the PAH solubility. Nevertheless, we could
ee that recovery yields were very poor for anthracene, fluoran- o
ig. 2. Evolution of the recovery yields of PAHs as a function of the volume
f pure water into the bubbling bottles (initial PAH quantity: 500 �g; bubbling
ime: 3 h).

hene and pyrene and only slightly better for naphthalene and
henanthrene. Given that the solubility is greater for naphtha-
ene than for phenanthrene, we concluded from these results that
he poorer recovery yield for naphthalene was due to its greater
olatility (see Table 2) leading to an important loss of this com-
ound during the experiment. For this reason, we chose to add
second bubbling bottle to recover the naphthalene. Lastly, we

hought it could be beneficial to add a frit at the end of the
ubbling tube with a view to breaking large bubbles and hence,
ncreasing the surface of contact between the air and the aqueous

edium. So we used glass or stainless steel frits with different
ore diameters. In all cases, the recovery yields of the target
AHs were largely poorer, so we chose to work without any frit.

Next, with a view to improving the PAH solubilization and
ence, the aqueous trapping, additives could be added to the
ater. It is well known that one way to enhance PAH solubility

n water is to add surfactants at sufficiently high concentrations
o form micelles. Non-ionic or anionic surfactants are generally
sed to solubilize PAHs [25–28]. However, we chose a cationic
urfactant for the following reasons:

Firstly, Brij 58 (critical micellar concentration (cmc) =
7.7 × 10−5 mol L−1) was tried as a non-ionic surfactant and
was effectively disturbing the SPE process and the quantifi-
cation by reversed phase HPLC;
Secondly, anionic surfactants were not chosen because they
have a higher cmc than cationic ones. Now, if the solubility
of the solute is directly enhanced above the surfactant cmc,
foaming phenomenon is also increased, which is an impor-
tant drawback for our application. Consequently, we needed to
work with surfactant concentrations which were sufficiently
low to avoid foaming. When trying the sodium dodecyl sulfate
(SDS) as an anionic surfactant (cmc = 7.9 × 10−3 mol L−1),
we needed to work 80 times below its cmc to avoid important
foaming and then overflowing problems. At this SDS concen-
tration, PAH recovery yields were unfortunately lower than

50%.

Consequently we tested various cationic surfactants, the first
ne being the CTAB (cmc = 8.3 × 10−4 mol L−1). Its effect on
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Table 4
Comparison of the recovery yields (%) of the studied PAHs as a function of the
cationic surfactants used for their solubilization

CTABa OTABb HPCb

PAHs 8.3 × 10−4 c 2.1 × 10−4 c 5.6 × 10−4 c

PHEN 83.3 69.2 62.5
ANT 60.4 51.9 54.0
FLUO 54.5 53.6 53.4
PYR 54.4 50.1 51.3

Trace enrichment performed on the trifunctional C18 cartridge, percolated vol-
ume: 500 mL of aqueous phase containing CTAB at 10−4 mol L−1, quantity of
each studied PAH vaporized: 30 ng.
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a n = 8 experiments.
b n = 2 experiments.
c cmc.

AH solubility was studied for concentrations ranging from
0−5 mol L−1 to its cmc, but we noticed important foaming
roblems above 10−4 mol L−1. So we chose to work below the
mc (10−4 mol L−1), at concentrations where pre-micellar cores
lready forms but with only a low foaming phenomenon. We
lso tested two other cationic surfactants, with lower cmc than
TAB, i.e. octadecyl trimethyl ammonium bromide (OTAB) and
exadecyl pyridinium chloride (HPC) (see Table 4). As can be
een in this table, PAH recovery yields were not better than
hose obtained with CTAB, although the studied concentration
10−4 mol L−1) was nearer from their cmc. So, we kept on work-
ng with CTAB at 10−4 mol L−1. In such conditions, R.S.D.
stimated from eight replicates equalled: 11% for phenanthrene,
2% for fluoranthene and pyrene and 15% for anthracene. These
esults took into account the overall process, i.e. PAH vapor-
zation during three hours, PAH solubilization and trapping at
he level of nanograms, concentration of 500 mL of aqueous

edium by SPE followed by on-line HPLC analysis and quan-
ification.

From these encouraging results, we still tried to enhance the
AH solubilization by adding some inorganic ions and organic

ompounds to CTAB [29]. Fig. 3 shows the effect of NaCl
n PAHs recoveries. It was clear from these results that NaCl
nhanced the PAH solubility into the aqueous medium contain-

ig. 3. Recovery yields of PAHs (%) as a function of NaCl concentration into the
rapping aqueous phase. Initial quantity of each studied vaporized PAH: 30 ng;
otal volume of aqueous phase: 500 mL, containing CTAB (10−4 mol L−1).
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ig. 4. Recovery yields of PAHs (%) as a function of acetonitrile percentage in
ater, with or without NaCl addition. Other operating conditions: see Fig. 3.

ng CTAB. Indeed the presence of electrolytes causes a decrease
n the cmc, due to a reduction in the electrostatic repulsion
etween head charged groups [30]. It should be noticed that
ecovery yields were slightly better with 0.05 mol L−1 of NaCl
han with 0.01 mol L−1 but the performance of the HPLC sep-
ration started to deteriorate. So the concentration of NaCl was
et to 10−2 mol L−1.

Another way to enhance the solubilization rates was to add
rganic additives. If the additive may be considered to be a
o-solvent, the effects will be the result of changes in the sol-
ent properties. A reduction in the dielectric constant of the
olvent mixture can be favourable because it tends generally
o decrease the cmc of ionic surfactants [30]. However, a too
ich organic medium can become a disadvantage for the forma-
ion of cationic micelles, but also for the percolating process by
PE, which is not compatible with high levels of organic sol-
ent. These trends could be noticed in Fig. 4, which presents
he effect of acetonitrile addition into the aqueous medium, with
r without NaCl, on the recovery yields of pyrene and phenan-
hrene. Acetonitrile addition increased the recovery yields up to
% into the aqueous phase, the effect being negative above 5%
Fig. 4).

As a conclusion, we chose as an optimal aqueous phase for
he bubbling process two bottles each containing 250 mL of

water:acetonitrile mixture 95:5 (v:v), the cationic surfactant

TAB being at a concentration equal to 10−4 mol L−1 and NaCl
t 10−2 mol L−1. Under these conditions, recovery yields of the
olatile target PAHs all exceeded 90%. Table 5 shows the limits

able 5
imits of detection (LOD) and limits of quantification (LOQ) reached after flow-

hrough vapor generation of the target PAHs, bubbling during 3 h into 500 mL of
water:acetonitrile 95:5 (v:v) mixture containing CTAB at 10−4 mol L−1 and
aCl at 10−2 mol L−1; analysis by means of on-line SPE-HPLC coupling with
uorimetric detection

PHEN ANT FLUO PYR

OD (ng L−1) 0.27 0.09 0.74 0.74
OQ (ng L−1) 0.94 0.31 2.37 2.37
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f detection and quantification that could be reached when the
verall process was operating, i.e. bubbling during 3 h, enrich-
ent by SPE and on-line analysis by HPLC.

.3. PAH trapping at the outlet of the air cleansing
rototype

As described in the experimental section, the pumped air
ow-rate was set to Qv2 = 0.1 m3 h−1 at the air cleansing proto-

ype outlet (see Fig. 1). In order to reach the extremely low rates
equired by the European directive about PAHs in ambient air,
e should calculate the minimum collecting time necessary to
etect the target PAHs, using the following equation:

= Qm(PAH)

Qv2[c]

ith Qv2 = 0.1 m3 h-1 (see Section 2), [c] = 1 ng m−3

value required by the European Directive 96/62/CE) and
m(PAH) = minimal quantity (ng) of PAH detectable after enrich-
ent by SPE and HPLC analysis with fluorimetric detection;
m(PAH) ranged from 0.045 ng (for anthracene) to 0.37 ng (for
uoranthene and pyrene) in 500 mL of aqueous phase (see
able 5).
Finally, the minimum collecting time ranged from t = 27 min
or anthracene to t = 222 min for fluoranthene and pyrene. Those
alues showed that it was not necessary to stay at the prototype
utlet a few days with our low volume sampler to reach the

ig. 5. Reversed phase HPLC analysis after the gas generation of 30 ng of
he target PAHs, bubbling during 3 h at 0.1 m3 h−1 in 500 mL of aqueous

edium (water:acetonitrile 95:5 (v:v) containing CTAB (10−4 mol L−1) + NaCl
10−2 mol L−1)) and finally SPE on the trifunctional C18 cartridge. Analytical
onditions: column C18 ultrasphere (250 mm × 4.6 mm i.d., dp = 5 �m); mobile
hase: acetonitrile:water 75:25 (v:v); flow-rate: 1 mL min−1. (a) UV detection
nd (b) fluorimetric detection.

Fig. 6. Reversed phase HPLC analysis after sampling at the outlet of the air
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leansing prototype; air initially polluted by toluene (0.1 g m−3); decontamina-
ion by non-thermal plasmolysis and sampling during 6 h. Analytical conditions:
ee Fig. 5. (a) UV detection and (b) fluorimetric detection.

uropean directive. Then several experiments were carried out
t the outlet of the air cleansing prototype, with an air initially
olluted by acetone, isopropanol or toluene as VOCs (0.1 g m−3

n air).
In order to compare what we obtained after a sampling test

here PAHs originated from our flow-through gas generation
ystem and a sampling experiment at the outlet of the air cleans-
ng prototype, we can examine the Figs. 5 and 6, which show
xamples of analysis with UV (a) and fluorescence (b) detec-
ions. The analysis reported in Fig. 6 corresponds to the result
f 6 h of sampling at the outlet of the air cleansing proto-
ype, with an air initially polluted by toluene. Fig. 6a and b
hows that the target PAHs were not detected. If there was a
oubt about one peak, like the peak at approximately 7.8 min
n chromatograms reported on Fig. 6 (that could correspond
o naphthalene), we compared the UV spectra recorded on-line
ith those stored in a personal library. In all cases, for all exper-

ments with toluene, acetone or isopropanol as initial pollutants
n air, neither retention times nor UV spectra corresponded to a
arget PAH. Therefore we concluded that one cannot detect any
arget volatile PAHs, in an atmosphere previously contaminated
y VOCs, after air cleansing with a non-thermal plasma system,
t following thresholds:
for an air polluted by toluene, decontaminated and sampled
during 6 h: no volatile PAHs were detected above levels rang-
ing from 0.075 ng m−3 (anthracene) to 0.62 ng m−3 (fluoran-
thene and pyrene);
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for an air polluted by isopropanol, decontaminated and sam-
pled during 4 h 45 min: no volatile PAHs were detected above
levels ranging from 0.095 ng m−3 (anthracene) to 0.78 ng m−3

(fluoranthene and pyrene);
for an air initially polluted by acetone, decontaminated
and sampled during 2 h 40 min: no volatile PAHs were
detected above levels ranging from 0.17 ng m−3 (anthracene)
to 1.39 ng m−3 (fluoranthene and pyrene).

. Conclusion

An experimental home-made low volume sampler was devel-
ped with a view to trap aerosol PAHs from air into an
queous medium, in order to avoid important losses of the
olatile compounds observed using solid sorbents with clas-
ical LVS. The optimised aqueous phase, containing a mix-
ure of water:acetonitrile 95:5 (v:v) with a cationic surfactant
CTAB at 10−4 mol L−1) and NaCl (10−2 mol L−1) was able
o quantitatively trap vaporised PAHs at levels as low as those
ecommended by the European Union, that is at the parts-per-
rillion level. This aqueous phase could then be directly and
uantitatively concentrated and analysed by means of on-line
PE-HPLC coupling using the very sensitive fluorimetric detec-

ion. This new approach of sampling was then applied at the
utlet of an air cleansing prototype that had to decontaminate,
y means of non-thermal plasmolysis, an atmosphere initially
olluted by VOCs. Then we showed that this prototype did
ot generate other harmful pollutants like volatile PAHs which
ould not be detected above 0.075 ng m−3 for anthracene and
.62 ng m−3 for fluoranthene and pyrene. These very low levels,
ower than those recommended by the European Union, could
e reached in less than 6 h of sampling instead of a few days for
lassical LVS.
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bstract

A biomimetic potentiometric sensor for the specific recognition of methylphosphonic acid (MPA), the degradation product of nerve agents
arin, soman, VX, etc., was designed. This involves the preparation of MPA imprinted polymer particles and removal of the template by soxhlet
xtraction. Subsequently, the leached MIP particles were dispersed in 2-nitrophenyloctyl ether (plasticizer) and embedded in polyvinyl chlo-
ide matrix. The sensor responds to MPA in the concentration range 5 × 10−8 to 1 × 10−4 and 1 × 10−3 to 1 × 10−1 M with a detection limit

f 5 × 10−8 M. The selectivity of the sensor has been tested with respect to chemical analogues such as phosphoric acid, sodium dihydrogen
hosphate, organophosphorous pesticide and triazine herbicides. The utility of the sensor was tested for field monitoring of MPA in spiked ground
ater.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The use of chemical weapons against civilians by terrorist
roups or fanatic individuals is not just horror fiction any more,
ut an absolute real threat. Two sarin gas attacks in Matsumoto
nd Tokyo, Japan in 1994–1995 confirmed this horrible real-
ty [1]. Nerve agents such as sarin, soman, Tabun and VX pose
large threat because they are fairly easy to manufacture and

hese can kill a person within 24 h even at very low concentra-
ions. As the nerve agents are hydrolyzed in the environment,
he detection of degradation product such as methylphospho-
ic acid (MPA) has been usually performed as the proof of the
se of nerve agents [2,3]. There have been many innovations
or the identification of MPA, including high performance liq-

id chromatography (HPLC), ion chromatography, HPLC–mass
pectrometry, and gas chromatography [4,5]. Although these
nstruments do offer quantitative analysis, they are not optimal

∗ Corresponding author. Tel.: +91 471 2515317; fax: +91 471 2491712.
E-mail address: tprasadarao@rediffmail.com (T.P. Rao).
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ntiometric sensor; Ground waters

or rapid detection as they are plagued by several limitations
uch as expensive, require sophisticated and often extensive
nalysis procedures and non-portability [4,6,7]. The methods
hat meet the real-time analysis such as fibre-optic sensors
8], surface acoustic wave devices [9] or microbial biosensors
10] often lack selectivity and do not have an optimal alarm
atio.

Zhou et al. [11] reported for the first time MIP-based potentio-
etric sensor for MPA employing surface imprinting technique

oupled with a nanoscale transducer, indium tin oxide. Undoubt-
dly, this device is selective as it mimics the function of ion
hannel in natural membrane by imprinting the templates on
he surface of nanoscale transducer. However, the accuracy,
recision and sensitivity are rather poor as there is significant
esponse only in the range 10−2 to 10−1 M of MPA eventhough
uthors claim a detection limit of 5 × 10−5 M. We now pro-
ose a MIP-based potentiometric sensor for MPA present in

piked ground waters by casting a membrane after dispers-
ng MPA imprinted polymer particles in 2-nitrophenyloctyl
ther (NPOE) and embedding in polyvinyl chloride (PVC)
atrix.
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. Experimental

.1. Reagents

Methylphosphonic acid (MPA), dichlorovos, parathion and
,4-D were obtained from SUPELCO, USA. Stock stan-
ard solution of (0.1 M) MPA was prepared by dissolving
.4801 g of MPA in 50 ml of deionized water and adjusted
he pH to ∼10.0 using HCl or NaOH after the addition of
ml of 1.0 M Tris buffer (E-Merck, India). The solutions of
× 10−8 to 1.0 × 10−2 M of MPA were prepared by serial
ilution of the stock solution. Methacrylic acid (MAA), 4-
inylpyridine (VP), ethyleneglycoldimethacrylate (EGDMA),
,2′-azobisisobutyronitrile (AIBN), 2-nitrophenyloctylether
NPOE), di-n-octylphthalate (DOP), bis(2-ethylhexyl) seba-
ate (BEHS), tris(2-ethylhexyl) phosphate (TEHP), and high
olecular mass poly(vinyl chloride) (PVC) were purchased

rom Aldrich (Milwauke, USA). All other chemicals including
aH2PO4 and H3PO4 were of analytical reagent grade obtained

rom E-Merck, India. Deionized water was used throughout.

.2. Preparation of MPA imprinted and non-imprinted
olymer particles

MPA imprinted polymer particles were prepared by taking
mmol of MPA and 8 mmol MAA in 50 ml of round bottom
ask and the mixture was left in contact for 5 min for prear-
angement. Subsequently, EGDMA (32 mmol), AIBN (2 mmol)
nd 10 ml of 2-methoxyethanol were added. The mixture was
urged with N2 for 5 min and the flask was sealed under this
tmosphere. It was then kept stirring in an oil bath maintained at
5 ◦C to start the polymerization process. After 1 h, the obtained
olymer materials were ground and sieved, and the particles with
izes between 50 and 105 �m were collected. MPA and unpoly-
erized monomers were removed by soxhlet extraction with

00 ml of 1:1 methanol–acetic acid by refluxing for 12 h. Then,
he particles were suspended in acetone and allowed to settle
or 4 h. The sedimented particles were discarded and those not
edimented were collected by centrifugation. The particles col-
ected were suspended in acetone again and allowed to settle for
h, followed by centrifugation. This procedure was repeated

our times. The resulting MIP particles were dried to constant
eight under vacuum at 60 ◦C and were used in the following

xperiments. Non-imprinted polymer (NIP) particles were pre-
ared analogously without the addition of MPA during polymer
aterial preparation.

.3. Fabrication of the MPA sensor

The PVC membrane sensors were fabricated by following
he general procedure mentioned below. MPA imprinted or non-
mprinted polymer particles (90 mg) were dispersed in 0.2 ml
f NPOE (DOP or BEHS or TEHP) and were added to 2.5 ml

f THF containing 90 mg of PVC. The resulting solution was
omogenized in a sonicator and then poured in a Teflon mould of
1 mm of internal diameter. The THF was allowed to evaporate at
oom temperature. The polymer membranes thus obtained have

V
i
V
w

71 (2007) 1976–1980 1977

thickness of ∼0.45 mm. A blank membrane was also prepared
n a similar manner, maintaining the same composition without

PA imprinted or control polymer particles. The membranes
ere glued to one end of a pyrex glass tube with Araldite. The

ube was then filled with an internal filling solution of 10−3 M
f MPA. The sensor was kept in air when not in use.

.4. Analytical procedure

The sensor was conditioned in 25 ml of 0.1 M Tris buffer with
H 10 for 30 min. The response of the sensor was examined
y measuring the electromotive force (EMF) of the follow-
ng electrochemical cell. Ag, AgCl 1.0 × 10−3 M MPA | PVC

embrane | sample solution || KCl (saturated) | HgCl2, Hg. The
otential response of the sample solution containing varying
mounts of MPA in 50 ml of 0.1 M Tris buffer (pH 10) was mea-
ured. The EMF was plotted as a function of MPA concentration.

.5. Analysis of ground water samples

Ground water samples (after adjusting the pH to 10 in pres-
nce of 0.1 M Tris buffer with HCl or NaOH), spiked with known
mounts of MPA were analysed by following the analytical pro-
edure as described in Section 2.4 using the above fabricated
PA imprinted potentiometric sensor.

. Results and discussion

Prasad et al. have developed Dy(III) ion selective electrode
y dispersing Dy(III) ion imprinted polymer particles in NPOE
nd subsequently embedding in PVC, which selectively recog-
izes dysprosium(III) ion over several other alkali, alkaline earth
nd transition metal ions in the concentration range 8 × 10−6 to
.0 × 10−1 M with a detection limit of 2 × 10−6 M [12]. In this
aper, the suitability of MPA imprinted polymer particles dis-
ersed in plasticizer and embedded in PVC to recognize MPA
electively has been examined.

.1. Influence of functional monomer

The influence of functional monomer on the response
haracteristics of MIP-based potentiometric sensor for MPA
as first investigated. In these studies, two such functional
onomers, viz. MAA or VP were used for preparation of MIP

articles as mentioned in Section 2.2, under exactly identi-
al conditions including same concentration of cross-linking
onomer–EGDMA. Sensors were fabricated using MAA- or
P-based MIP and corresponding NIP particles and response

tudies were conducted for MPA as per the procedure described
n Section 2.3. The results obtained are shown in Table 1, from
hich it is clear that in all decade change of concentration, the

esponse is higher for the sensor fabricated using MIP parti-
les prepared from MAA as functional monomer compared to

P. This observation can be explained by the stronger H-bond

nteraction of MPA anion with MAA compared to electron rich
P in weakly alkaline solution. However, on comparing MIP
ith NIP particle-based sensors using MAA or VP as functional
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Table 1
Response study of MPA sensor fabricated using MIP or NIP particles prepared
using MAA and 4-vinyl pyridine as functional monomers

MPA (M) Potential response (mV/decade)

NIPa MIPa NIPb MIPb

10−6 to 10−5 – 2 – 3
10−5 to 10−4 – 2 – 8
10−4 to 10−3 2 5 9 17
10−3 to 10−2 35 43 48 59
1 −2 −1
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a 4-Vinylpyridine.
b MAA.

onomer showed imprinting effect in the entire concentration
ange. Hence, in all subsequent studies regarding optimization of
esponse behaviour of MPA sensor, the MIP particles wherein,

AA is used as functional monomer is preferred.

.2. Effect of membrane composition

Literature reports on conventional potentiometric sensors
or inorganics show that the response behaviour of the sensor
epends on various features of membranes such as the prop-
rties of the plasticizer, nature and amount of ion recognizing
aterial used [13–15]. Thus, different aspects of the membrane

reparation using MPA imprinted polymer particles were opti-
ized on similar lines.

.2.1. Nature of plasticizer
Addition of appropriate plasticizer leads to optimum physical

roperties and ensures high mobility of MPA ions in the mem-
rane. These solvent mediators strongly influence the working
oncentration range of potentiometric sensors. As it is shown
hat the plasticizers improve the electrochemical properties
f potentiometric sensors including dysprosium ion imprinted
olymer-based sensors [12–15], the effect of different plasticiz-
rs on the performance of MPA sensor was first investigated.
ig. 1 shows the potential response of MPA sensor with differ-
nt plasticizers NPOE, BEHS, TEHP and DOP. Of these, the
embrane with NPOE offered higher sensitivity with a Nerns-

ian response of 59.0 mV over the range 1 × 10−3 to 1 × 10−1 M
nd lower detection limit of 5 × 10−8 M. This observation is in
une with earlier report on conventional thallium (I)-selective

VC membrane electrode employing tetrathia macrocycle as

onophore [16]. Shamsipur et al. [17] have compared conven-
ional lanthanum(III) PVC membrane electrodes constructed
ith three different plasticizers and found that the sensitivity can

r
p
a
M

able 2
ffect of weight ratio of MPA imprinted polymer particles to PVC on MPA sensor re

eight of MPA imprinted
olymer particles (mg)

Weight of PVC (mg) Weight ratio

45 90 0.5:1
90 90 1:1
80 90 2:1
ig. 1. Potential responses of the MIP-based MPA potentiometric sensor with
ifferent plasticizers.

e directly related to dielectric constant of the plasticizer. Thus,
f the three plasticizers studied by above authors, acetophenone
∈ = 17.4) gave better sensitivity compared to dibutylphthalate
∈ = 8.5) and benzyl acetate (∈ = 5.1). We have recently reported
imilar observation, i.e. the plasticizer NPOE having high dielec-
ric constant of 24.0 giving better response characteristics that
OP (∈ = 5.0), BEHS (∈ = 4.0) and TEHP (∈ = 4.8) in case of
ysprosium(III) ion sensor. In a similar vein, MPA sensor gave
arrower linear response range and poor detection limits with
lasticizers like BEHS, TEHP and DOP compared to NPOE. It
s pertinent to mention here that MPA membranes were found
o be brittle in the absence of plasticizer and cannot be used for
ecording sensor performance.

.2.2. Effect of MIP particles to PVC ratio
The ratio of ionophore to PVC influence the working concen-

ration range, slope and response time in case of conventional
onophore-based sensors. This was evident from the accounts
f several researchers in the past, for e.g., thallium(I) sensor
eported by Singh and Saxena [16], yetterbium(III) and lan-
hanum(III) sensors reported by Ganjali et al. [18,19], etc. In
ase of imprinted polymer ion selective electrodes, viz. dyspro-
ium(III) [12] and atrazine [20], we observed that the ratio of
VC to imprinted polymer particles was found to play a key

ole in the efficiency of sensors since the amount of imprinted
olymer particles determines the number of binding sites avail-
ble for recognition. Hence, a similar study was conducted with
PA sensor and the results obtained are shown in Table 2 from

sponse

Working concentration
range (M)

Nernstian slope (mV/decade in
the range 0.001–0.1 M)

10−5 to 10−2 36.0 ± 0.3
5 × 10−8 to 10−1 59.0 ± 0.5
5 × 10−8 to 10−1 59.1 ± 0.6
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hich it is clear that the membrane having MIP particles to PVC
atio of 1:1 gave the best response. In case of membrane with
he ratio 0.5:1, the total number of binding sites available for
inding MPA are relatively lower for the membrane to respond
ffectively. On the other hand, during the preparation of mem-
rane with the ratio 2:1, the MPA imprinted polymer particles
re dispersed non-uniformly causing poor response behaviour.
hese observations are analogous to dysprosium(III) IIP sensor

12].

.3. Effect of pH of test solution

The effect of pH of test solution on the performance of
PA sensor was studied by varying the pH in the range

.0–11.0 in steps of 0.2 after addition of 5 ml of 1.0 M
ris–(hydroxymethyl)aminomethane (tris) buffer. The results
how that the optimal pH for constant and maximum response
haracteristics over the entire concentration range of MPA
5 × 10−8 to 10−1 M) is 9.8–10.2. Hence, the pH of the test
olution was adjusted to ∼10 after the addition of 5 ml of 1.0 M
ris buffer.

.4. Dynamic response time

Dynamic response time is yet another factor that measures
he sensing ability of the sensor. The response time was recorded
y changing the MPA concentration in test solution over a con-
entration range of 1 × 10−6 to 1 × 10−2 M (see Fig. 2). The
ctual potential versus time traces for MPA sensor depicted
n Fig. 2 shows that 75% response was realized within 2 min
nd reaches equilibrium response in a time of about 5 min. To
valuate the reversibility of MPA sensor, a similar procedure in

pposite direction was studied. The measurements performed
n the sequence of high to low concentration (from 1 × 10−2 to
× 10−6 M) indicate that the MPA sensor was reversible anal-
gous to conventional chemical and dysprosium IIP sensors.

ig. 2. Dynamic response time of the MIP-based MPA potentiometric sensor
or stepwise concentration change of MPA. (A) 1 × 10−6 M; (B) 1 × 10−5 M;
C) 1 × 10−4 M; (D) 1 × 10−3 M; (E) 1 × 10−2 M.
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ig. 3. Potential responses of potentiometric sensors with blank, NIP and MIP
embranes.

.5. Sensitivity and detection limit

The potential responses of MPA imprinted and control poly-
er and blank (without polymer particles) membrane sensors

abricated under optimal conditions, as obtained from the above
tudies, were checked and the results obtained are shown in
ig. 3. As seen from the figure, the plot obtained for MPA

mprinted polymer sensor (based on triplicate measurements at
ach concentration) offers linear response in the ranges 5 × 10−8

o 1 × 10−4 M and 1 × 10−3 to 1 × 10−1 M. The limit of detec-
ion was calculated to be 5 × 10−8 M based on IUPAC definition
21]. On the other hand, the non-imprinted and blank mem-
ranes do not respond to MPA below 1 × 10−4 M and gave linear
esponse for MPA in the concentration range 10−3 to 10−1 M,
espectively. Better response characteristics of MPA imprinted
ensor over non-imprinted polymer-based sensor in the entire
oncentration range is attributed to significant imprinting effect
hich has not been investigated in case of dysprosium(III) IIP

ensor [12].

.6. Sensor selectivity

The potentiometric output of the MIP-based MPA sensor
lone was tested (as NIP do not respond at concentrations
elow 10−4 M) with some common compounds related to chem-
cal warfare agents, pesticides, herbicides and chemicals like

3PO4 and NaH2PO4 that are most likely to interfere. The
esults obtained for change of the concentration from 10−5 to
0−4 M are shown in Fig. 4. It is clear from the figure that all
hese compounds did not give false positive readings except 2,4-

which gave 45% of MPA response. This observation can

e explained by the similar basicity of 2,4-dichlorophenoxy
cetate and methylphosphonate and weak basicity of PO4

3− and
2PO4

− anions and their differing interactions with MAA dur-
ng rebinding.
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Table 3
Analysis of natural water (45 ml of sample + 5 ml of pH 10.0 Tris buffer)

Sample Interferent (100 �M) Concentration of MPA (�M)

Added Founda

Natural water – – – –
– 100 99.0 99.0 ± 1.0
Dichlorovos + malathion 100 98.0 98.0 ± 1.0
H3PO4 + NaH2PO4

Dichlorovos + malathion + H3PO4 + NaH2PO4

a Average of three successive determinations.
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[19] M.R. Ganjali, A. Daftari, M. Rozapour, T. Puorasaberi, S. Haghgoo, Talanta
ig. 4. Output of MIP-based MPA sensor to change of concentration of MPA
nd interferents from 1 × 10−5 to 1 × 10−4 M concentration.

.7. Stability and reusability

The important criteria required for any sensing device in addi-
ion to sensitivity and selectivity is stability and reusability. The
bove developed MPA sensor was found to be stable (deviation
ess than 0.5 mV for 1 × 10−4 M of MPA) for 2 months and can
e reused for more than 20 times without any loss in sensing
bility. Furthermore, the MPA sensor do not require any condi-
ioning unlike dysprosium(III) IIP sensor which requires 3 days
f soaking in 10−3 M dysprosium(III) solution [12].

.8. Analytical application

Since organophosphorus pesticides, H3PO4 and NaH2PO4
id not give false positive signals, it was decided to analyse
atural water samples spiked with known amounts of MPA. The
esults obtained are shown in Table 3 from which it is clear
hat MIP-based MPA sensor can reliably be used for monitoring

PA in natural waters contaminated with organophosphorus
esticides or H3PO4 or Na H2PO4.

. Conclusions

This report describes a simple and elegant way of designing

otentiometric sensor for methylphosphonic acid compared to
he one described by Zhou et al. [11] based on molecular imprint-
ng concept. In addition to improved selectivity over structurally
r chemically related compounds, the developed MIP sensor

[

[

100 98.5 98.5 ± 1.0
100 99.0 99.0 ± 1.5

esponds to MPA in a Nernstian manner over two decades unlike
he sensor fabricated by Zhou et al. [11]. Again, the MPA sensor
eveloped in this paper do not require conditioning unlike our
reviously reported dysprosium(III) IIP sensor [12]. The stabil-
ty, reusability, portability and absence of memory effect enable
he present sensor device to find ready use in field monitoring
tudies not only for MPA (demonstrated in the present work) but
lso to actual chemical warfare agents or their simulants.
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bstract

This work presents a comparative study between two different methods for the preparation of mediator-modified screen-printed electrodes,
o be used as detectors in a reliable flow injection system for the determination of the nicotinamide adenine dinucleotide (NADH) coenzyme.
he best strategy was selected for the final development of compact biosensors based on dehydrogenase enzymes. For the first immobilisation
trategy, different redox mediators were electropolymerised onto the SPE surface. The second immobilisation strategy was carried out using
olysulfone–graphite composites, which were deposited by screen-printing technology onto the screen-printed electrode (SPE) surface. Both
ethods achieved an effective and reliable incorporation of redox mediators to the SPE configuration. Finally, a flow system for ammonium

etermination was developed using a glutamate dehydrogenase (GlDH)-Meldola’s Blue (MB)-polysulfone-composite film-based biosensor.
The stability of the redox mediators inside the composite films as well as the negligible fouling effect observed on the electrode surface improve the
epeatability and reproducibility of the sensors, important features for continuous analysis in flow systems. Furthermore, the optimised bio/sensors,
ncorporated in a flow injection system, showed good sensitivities and short response times. Such a good analytical performance together with
he simple and fast sensor construction are interesting characteristics to consider the polysulfone-composite films as attractive electrochemical
ransducer materials for the development of new dehydrogenase-based SPEs.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Despite the wide range of available dehydrogenase enzymes,
ehydrogenase-based biosensors have not been as widely devel-
ped as might be expected. The reason can be found in the fact
hat they relay on the amperometric detection of the NADH
ofactor, process that involves some drawbacks. Actually, the
evelopment of a reliable system for the amperometric detec-
ion of NADH has been during years one of the main research
ubjects in electrochemical sensors. The problems related to the
lectrochemical oxidation of NADH involve high overpoten-

ials [1] and the subsequent formation of byproducts that foul
he electrode surface (i.e. dimerisation of NAD• radicals and
ther oxidation products) [2,3]. As a result, low selectivity and
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tability are obtained. Much work has been related to the use of
edox mediators [4]. These compounds allow the construction of
ore sensitive, selective and stable biosensors, since they permit

o lower the overpotential and so prevent the electrode fouling
5]. However, the soluble, or partially soluble, mediating species
ay diffuse away from the electrode surface towards the bulk

olution, especially when the sensor is used in multiple analyses,
.g. in a continuous flow system. In fact, sensors used as detectors
n FIA systems are exposed to flowing buffer and, consequently,
pecial attention must be given to the mediator immobilisa-
ion. If the mediator leaks from the sensor, significant current
oss will occur and therefore the lifetime of the sensor will be
onsiderably reduced. Different strategies to incorporate redox
ediators into the electrochemical system involve either adding

he mediator to the solution [6,7] or immobilising it within or on
he electrode, producing compact chemically modified sensors

8,9]. The latter is achieved following different methodologies,
uch as the dispersion of the mediator in the bulk of a composite
lectrode [10,11] or its immobilisation on the electrode surface
y physical adsorption [12,13], covalent attachment [14,15],
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lectropolymerisation [16,17], gel entrapment [18] or cross-
inking [19]. Other immobilisation techniques involve the use
f a polymeric film, where the mediator is covalently attached
20–23] or physically entrapped [24–26]. The chosen strategy
ill depend on the specific characteristics of the working sys-

em and the sensor performance under them, as the activity of the
mmobilised molecules depends on the immobilisation method,
s well as, in the case of using an immobilising matrix [27], on
ts surface area, porosity and hydrophilic character.

In previous studies [28,29], the behaviour of different
edox mediators, incorporated to the system by five differ-
nt strategies was compared: in solution, incorporated inside a
omposite matrix, adsorbed or electropolymerised onto the elec-
rode surface and incorporated inside polysulfone-composite
lms deposited on the electrode surface. This work was car-
ied out with cylindrical-configuration electrodes based on
poxy–graphite composites. These new polysulfone-composite
embranes were prepared by mixing polysulfone with graphite

owder.
In the work reported here, two previously optimised immobil-

sation strategies have been used to prepare mediator-modified
PEs. Results show that electropolimerised mediators and
ediator-modified polysulfone-composite films overcome one

f the most critical points in the manufacture of thick-film sen-
ors, such as the adhesion of the sensing layer to the transducer
ayer. The excellent stability of electron mediators immobilised
nside polysulfone-composite materials together with the fact
hat they can be easily incorporated to the sensors through an
dditional layer in the screen-printing process, allow a massive
roduction of disposable mediator-modified electrodes. Further-
ore, the leakage absence and the negligible surface fouling

nsure the feasibility to consider SPEs based on polysulfone-
omposite films as electrochemical detectors for flow injection
ystems. Finally, it has been demonstrated the usefulness of these
ensors for the development of dehydrogenase-based biosensors
o be used in FIA systems, showing as an example the perfor-

ance of GlDH-mediator-polysulfone SPEs.

. Experimental

.1. Reagents

Polysulfone Ultrason nature 3120 was obtained from BASF.
ADH, Meldola’s Blue (MB), o-phenylenediamine (o-PDA),
lutamate dehydrogenase (GlDH, EC 1.4.1.3 from bovine liver,
2 units/mg prot.) and �-ketoglutarate were purchased to Sigma.
,4-dihydroxybenzaldehyde (3,4-DHB), p-benzoquinone (p-
Q) and N,N-dimethylformamide (DMF) were bought to
ldrich and dichlorophenolindophenol (DCPIP) to Fluka.
mmonium chloride, sodium dihydrogen phosphate and potas-

ium chloride were purchased from Panreac. A platinum sheet
Ref. PT000251, Goodfelow, England) with 99.95% purity and
.125-mm thick, a fibreglass support (Ariston), silver conduc-

ive resin 410E and the proper hardener (Epoxy Technology,
illerica, MA, USA) and epoxy diacrilate (Ebecril 600, UCB
hemicals) have been used for the construction of a planar-
onfiguration platinum electrode. Clear polyester sheets, 0.5-

r
7
t
m

a 71 (2007) 2102–2107 2103

m thick, were used as support for the SPEs. SPEs have been
repared by successive layer printing with inks supplied by
cheson: silver ink (Electrodag 418 SS), graphite ink (Elec-

rodag 423 SS) and insulating ink (Electrodag 451 SS).
All solutions were prepared using deionized water obtained

rom a Milli-Q purification system, and they were de-aerated
rior to their use.

.2. Electrochemical measurements

Cyclic voltammetry was carried out using a multipotentiostat,
UTOLAB model PGSTAT10 (Eco Chemie) in a conventional
lectrochemical cell of 10-mL volume. Amperometrical studies
ere performed on a LC-4C potentiostat (BAS, USA) in a flow

njection system. All experiments were carried out at room tem-
erature, in a conventional three-electrode system with a planar-
onfiguration platinum electrode or a SPE as working electrode.
he auxiliary electrode was an epoxy–graphite composite elec-

rode in a tubular configuration, and the reference electrode was
double-junction Ag/AgCl electrode (Orion 92-02-00), with a

ommercial inner filling solution (Thermo Orion 900002) and
.1 M KCl as outer filling solution. The three electrodes were
isposed along the flow system using methacrylate supports.
he flow injection system consisted of a Gilson (Minipuls 3)
eristaltic pump, interconnecting Teflon tubing (0.8 mm inner
iameter) and a sample injection valve.

.3. Electrode preparation

Glass fibre with photolithographed cooper tracks was used
s conductive support for the construction of the planar-
onfiguration platinum electrode. For this electrode, with an
ctive surface area of 24 mm2, the electric contact between the
ooper and the platinum was achieved using a conductive silver
esin, which allows the welding of both materials and, finally,
he electrode was encapsulated with an epoxy resin.

A DEK 248 screen-printing system (DEK, UK) was used to
abricate the SPEs (with a geometrical area of 24 mm2). The
lectropolymerisation process used for the preparation of the
ediator-modified SPEs was previously described for conven-

ional electrodes [28]. Briefly, the composite SPE surface was
re-treated by dipping it in phosphate buffer solution and per-
orming cyclic voltammograms between −0.2 and +0.1 V for
0 min at 0.05 V s−1 [16,30]. The aim of this pre-treatment was
o enhance the reproducibility of the electrode surface charac-
eristics. The second step was the electropolymerisation of the

ediator on the SPE surface, by applying a constant potential
o the electrode immersed in a redox mediator solution. The
pplied potential, as well as the mediator concentration and the
lectropolymerisation time, varied depending on the used medi-
tor. Finally, the electrode surface was activated by recording 10
yclic voltammograms at 0.05 V s−1, using potential windows
hat depended on the mediator. On the other hand, for the prepa-

ation of the polysulfone–graphite composite-modified SPEs, a
.5 wt% polysulfone solution was prepared in dry DMF. Once
he solution was homogenised, 150 �L of this solution were

ixed with 30 mg of graphite and 1.5 mg of redox mediator
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Scheme 1. Sequence of reactions for the determination of ammonium.

MB, 3,4-DHB, p-BQ, o-PDA or DCPIP). A thin film of this
ixture was screen-printed onto the SPE surface. Immediately

fter printing, it was precipitated by phase inversion achieved
y immersing the electrode in cold water (approximately 4 ◦C)
r in a 0.477 units of GlDH/�L aqueous solution, depending on
he kind of sensor to be prepared [31,29]. This process leads to a
ontrolled phase change of the polysulfone-composite (cast onto
he electrode surface) from liquid to solid. By controlling the
nitial state of phase transition, the membrane morphology can
e controlled (i.e. porosity, thickness). Then, the polysulfone-
omposite SPEs were thoroughly rinsed with double-distilled
ater prior to use. The SPEs without enzyme were stored in air

t room temperature, while the ones with enzyme were stored
ried at 4 ◦C.

.4. Analytical procedure

Cyclic voltammetry at a scan rate of 0.1 V s−1 was used to
lectrochemically characterise the evaluated SPEs. From these
esults, the appropriate working potential for each electrode was
etermined.

Electrochemical experiments were performed using two dif-
erent background electrolyte solutions, depending on the assay:
.05 M phosphate buffer solution with 0.05 M KCl at different
H or a solution containing 2.5 mM �-ketoglutarate and 0.2 mM
ADH, freshly prepared in phosphate buffer at pH 7.3. These

olutions, pumped at 0.9 mL min−1 flow rate, were used as car-
ier solutions in the flow injection system. Stock solutions of
mmonium (1 M) and NADH (0.01 M) were prepared using
hosphate buffer at pH 7.3 and 6.5, respectively. NADH solution
ust be freshly prepared prior to use. For the evaluation of both
ADH sensors and GlDH-modified biosensors in flow system,

00 �L of various NADH or ammonium solutions, respectively,
ere injected once a stable baseline was reached. The applied
otential (versus SCE) for the oxidation of NADH was depen-
ent on the used mediator (Scheme 1).

3

t

able 1
alibration parameters of NADH oxidation performed with SPEs based on electropo

edox mediator Electropolymerised mediator

Ew (V vs. SCE) Sensitivity (�A M−1)

B 0.100 96 ± 29
,4-DHB 0.300 263 ± 17
-BQ 0.325 79 ± 8
-PDA 0.450 152 ± 12
CPIP 0.320 73 ± 13

a Sensitivity values come from calibration curves where each point is the averag
etween 2 × 10−5 and 5 × 10−4 M. The carrier electrolyte solution was de-aerated 0
ow rate.
a 71 (2007) 2102–2107

All the measurements were based on the current peak height,
alculated as the difference between the maximum current value
fter the injection and the current value for the baseline due to the
arrier solution. Several calibration curves were performed with
ach electrode under the same conditions in order to study the
volution of the slope value, since this parameter will give infor-
ation about the degree of alteration of the electrode surface.
For all the experiments at least three replicates were done,

nd the results given are the averages of all the measurements
ith the corresponding relative standard deviations (R.S.D.s).

. Results and discussion

.1. Evaluation of non-modified platinum
lanar-configuration electrode and SPEs used as NADH
ensors in a flow injection system

In order to demonstrate the improved features of SPEs over
latinum electrodes, the fouling effect on both surfaces was eval-
ated by measuring the current intensity after successive NADH
njections. Results demonstrated that the SPEs slightly improved
he repeatability compared to the platinum transducer, showing
lso a higher sensitivity value (i.e. the sensitivity values obtained
rom 10 successive calibration curves were 310 �A M−1 with
R.S.D. = 5% for a platinum electrode and 900 �A M−1 with
R.S.D. = 4% for a SPE). Even more important, the R.S.D.s

or both electrodes were not only due to random oscillations
mong measurements, but they were more likely attributed to
he decrease of sensitivity after successive calibration curves as
consequence of the fouling process of their surface. The SPEs

lightly improved this loss of sensitivity, fact that agrees with
revious studies carried out with platinum and graphite elec-
rodes [32]. However, none of both is reliable for measuring
ADH oxidation with time, as the SPEs lost around 40% of

he signal for 20 injections of a 2 × 10−4 M NADH solution in
ifferent days, and the platinum electrode lost 60% (results not
hown).

.2. Development and characterization of redox
ediator-modified screen-printed electrodes used as NADH

ensors in a flow injection system
.2.1. Amperometric studies
After choosing SPEs as working electrodes, the response

o NADH oxidation was evaluated with calibration curves for

lymerised mediators or mediator-modified polysulfone-composite filmsa

Mediator-modified polysulfone-composite film

Ew (V vs. SCE) Sensitivity (�A M−1)

−0.100 1009 ± 38
0.350 727 ± 25
0.175 753 ± 24
0.300 640 ± 21
0.150 761 ± 27

e of seven experimental data. The evaluated NADH concentration range was
.05 M phosphate buffer with 0.05 M KCl at pH 6.5, pumped at 0.9 mL min−1
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Table 2
Evaluation of the repeatability of 20 successive injections of different NADH
concentrations into a de-aerated carrier solution, using electropolymerised medi-
ators or mediator-modified polysulfone-composite films

Redox mediator Ew (V vs. SCE) Current intensity (nA) R.S.D. (%)

Electropolymerised mediator
MBa 0.100 14 4
3,4-DHBb 0.300 61 3
p-BQb 0.325 45 1
o-PDAb 0.450 33 5
DCPIPa 0.320 41 3

Mediator-modified polysulfone-composite film
MBb −0.100 206 1
3,4-DHBb 0.350 146 1
p-BQb 0.175 151 2
o-PDAb 0.300 139 1
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Table 3
Evaluation of the reproducibility of five successive calibration curves obtained
by injecting different NADH concentrations into a de-aerated carrier solu-
tion, using electropolymerised mediators or mediator-modified polysulfone-
composite films

Redox mediator Ew (V vs. SCE) Sensitivity
(�A M−1)

Sensitivity
R.S.D.a (%)

Electropolymerised mediator
MB 0.100 96 1
3,4-DHB 0.300 264 2
p-BQ 0.325 80 3
o-PDA 0.450 152 5
DCPIP 0.320 75 3

Mediator-modified polysulfone-composite film
MB −0.100 1035 1.5
3,4-DHB 0.350 695 0.4
p-BQ 0.175 751 0.7
o-PDA 0.300 640 1.3
DCPIP 0.150 769 0.7
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c
merised mediator were produced one by one through a pro-
cess that requires about 30 min, while the electrodes based on
polysulfone-composite films can be mass-produced by screen-

Table 4
Dynamic characteristics of the response obtained using electropolymerised
mediators or mediator-modified polysulfone–graphite filmsa

Redox mediator Response time (t95%, s)

Electropolymerised
mediator

Mediator-modified
polysulfone-composite film

MB 30 ± 1.2 17 ± 1.0
3,4-DHB 18 ± 0.4 20 ± 0.5
p-BQ 12 ± 1.3 19 ± 1.5
o-PDA 13 ± 0.4 20 ± 0.6
DCPIP 22 ± 2.8 26 ± 1.9
DCPIP 0.150 159 1

a Injections of 100 �L of 5 × 10−4 M NADH.
b Injections of 100 �L of 2 × 10−4 M NADH.

he electrodes with electropolymerised mediators or mediator-
odified polysulfone-composite films. Each point of the cal-

bration curves is the average of the current intensity for a
nown NADH concentration after seven successive injections.
ll the electrodes showed linear calibration curves for the evalu-

ted NADH concentration range, from 2 × 10−5 to 5 × 10−4 M.
able 1 shows that best sensitivity values were achieved with
lectrodes prepared using mediator-modified composite films.
owever, since the main drawback of non-modified electrodes is

he fouling of the electrode surface by NADH oxidation byprod-
cts, it was required a more thorough study. With this purpose,
epeatability and reproducibility were evaluated for all the elec-
rodes. The repeatability of the measurements was evaluated
y measuring the current intensity values due to 20 succes-
ive injections of a known NADH solution. The reproducibility
as evaluated by measuring the current intensity values due to

njections of increasing NADH concentrations using the same
lectrode (calibration curves), in order to obtain the sensor sen-
itivity, and repeating it with the same electrode several times.
he reproducibility of the sensitivity values (sensitivity R.S.D.)
as done as the operational stability for the developed sensors.
Table 2 shows the results of repeatability for all the mediator-

odified SPEs. The mediator presence, especially for compos-
te films-based sensors, improves the R.S.D. compared to the
esults with a non-modified SPE (R.S.D. = 6%, n = 20). Table 3
hows the better reproducibility of the sensitivity values obtained
ith mediator-modified SPEs, pointing out how each electrode
ehaves after being used in successive calibration curves. The
light improvement of the reproducibility for the composite
lms-based sensors could be attributed to the different effect
f the absorbed mediator. In electropolymerised mediator-based
ensors, there is always a significant amount of adsorbed medi-
tor that has a direct influence on the electrochemical char-
cteristics. On the contrary, for the electrodes prepared with

olysulfone, the amount of mediator still adsorbed after thor-
ughly rinsing the electrodes prior to use, can be neglected
ompared to the total amount of mediator retained in the poly-
ulfone film. Thus, the electrochemical characteristics of these

o
0
fl

a Reproducibility of the slope of five calibration curves. The evaluated NADH
oncentration range was between 2 × 10−5 and 5 × 10−4 M.

lectrodes will mainly be dependent on the mediator entrapped
nside the film. Furthermore, the minimisation of the electrode
ouling for the electrodes based on polysulfone films, shown as
n improvement of the reproducibility of the sensitivity values,
ould be explained from the better contact achieved between the
ediator and the graphite particles.
Another important parameter is the response time, especially

n flow systems, since it gives valuable information about the
bility of the flow system to perform continuous measurements.
s included in Table 4, all the mediator-modified SPEs had

esponse times (t95%) from 12 to 30 s. All the electrodes showed
esponse times that notably improved the response time (t95%),
espect to non-modified electrodes, when a 2 × 10−4 M NADH
olution was injected (>50 s).

Best sensitivity, repeatability and reproducibility were
chieved using SPEs based on mediator-modified polysulfone-
omposite films. Moreover, the electrodes based on electropoly-
a Injections of 100 �L of 2 × 10−4 M NADH. Each given value is the average
f three experimental values. The carrier electrolyte solution was de-aerated
.05 M phosphate buffer with 0.05 M KCl at pH 6.5, pumped at 0.9 mL min−1

ow rate.



2 alanta 71 (2007) 2102–2107

p
fi
n
(

3

c
b
s
e
w
t
a
o
i
c
p
i
l
v
e
t
b
c
O
f
t
t
p
t

3
a
G
i

b
m
b
c
a
a
d
c
a
p
c
s
B
t
h
t
5
T
a

Fig. 1. Five successive calibration curves obtained from injections of different
known ammonium concentrations in a flow system. A SPE based on GlDH-
MB-polysulfone-composite film has been used as working electrode. De-aerated
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rinting. As a result, mediator-modified polysulfone-composite
lm-based SPEs were chosen for the development of an ammo-
ium biosensor, based on glutamate dehydrogenase enzyme
GIDH), to be implemented in a flow system.

.2.2. Storage stability of the mediator-modified SPEs
The storage stability was calculated from the sensitivity of

alibration curves obtained in different days with electrodes
elonging to the same sheet, i.e. prepared at the same time. Con-
equently, firstly it was necessary to study the variability among
lectrodes belonging to the same sheet (36 electrodes/sheet). It
as calculated from the values of current intensity for four elec-

rodes belonging to the same sheet for 20 successive injections of
2 × 10−4 M NADH solution. The R.S.D. for electrodes based
n polysulfone-composite films varied from 4 to 9%, depend-
ng on the mediator. Since all mediators follow a heterogeneous
atalysis mechanism, which implies that current intensity is pro-
ortional to both the surface area and the mediator coverage, it is
nferred that the differences in both parameters, due to intrinsic
imitations of the construction process, will notably increase the
ariability among the electrodes belonging to a same sheet. How-
ver, the high reproducibility observed may be due to the fact that
he amount of mediator inside the polysulfone-composite mem-
rane is high enough to ensure that small variations in mediator
overage do not induce important changes in the electrical signal.
nce the inherent variability among NADH calibration curves

or electrodes from the same sheet was known, it was possible
o evaluate the storage stability. It was possible to conclude that
he sensitivity values were affected only for the electrodes pre-
ared with p-BQ and DCPIP during the first 15 days in a way
hat could not be attributed to the variability among the sheet.

.3. Development, characterization and implementation of
n ammonium biosensor based on
lDH-mediator-polysulfone–graphite SPE in a flow

njection system

The behaviour of mediator-polysulfone-composite film-
ased sensors in front of some electroactive compounds that
ight interfere with the response of a dehydrogenase-based

iosensor was evaluated. No interference was observed from
ommon electroactive compounds, such as ascorbic and uric
cids. Taking advantage of this good permselective behaviour,
mmonium biosensors were developed using glutamate dehy-
rogenase (GlDH) enzyme incorporated into polysulfone-
omposite films placed onto SPEs. Based on previous studies
bout polysulfone membranes [29], this enzyme can be incor-
orated in the films during the phase inversion process that
auses the precipitation of the polysulfone. Fig. 1 shows five
uccessive calibration curves obtained using a GlDH-Meldola’s
lue (MB)-polysulfone-composite film-based SPE in a flow sys-

em. MB was chosen as it was the mediator that offered the
ighest sensitivity. These biosensors showed a linear correla-

ion for the evaluated ammonium concentrations ranging from
× 10−5 to 2 × 10−2 M under the working conditions described.
he sensitivity to ammonium obtained for these biosensors in
flow system was 15 �A M−1 and the sensitivity R.S.D. was

i
b
f
c

arrier solution: 0.05 M phosphate buffer with 0.05 M KCl, containing 2.5 mM
-ketoglutarate and 0.2 mM NADH, at pH 7.3. Working potential: −0.1 V vs.
CE. Flow rate: 0.9 mL min−1.

.9% (n = 5 consecutive calibration curves), corresponding to
he operational stability. The reproducibility among biosensors
elonging to the same sheet, meaning that they were prepared
t the same time, was also studied, finding an R.S.D. associated
o the slope of the calibration curves obtained with four of these
lectrodes of 4%. In addition, the storage stability was evalu-
ted, proving that these biosensors can be stored at 4 ◦C at least
or 1 month, showing a lost of sensitivity of 4%, being negli-
ible as it is comparable to the sensitivity R.S.D. for different
lectrodes of the same sheet. Finally, the response time (t95%)
or sample volumes of 100 �L was lower than 30 s, followed by
short recovery time, allowing an analysis time of 1 min. These

esults prove the usefulness of these biosensors for determining
mmonium in flow, being able to be changed each day for a new
lectrode stored at 4 ◦C.

. Conclusions

It has been demonstrated that both electropolymerised
ediator-based SPEs and mediator-modified polysulfone-

omposite film-based SPEs, avoid problems related to the
mperometric oxidation of NADH when used as detectors in a
ow system, since they lower the high required overpotentials,

hus minimising electrode fouling. Furthermore, both mediator-
ased strategies show good selectivities and low response times
<30 s) compared to the results for non-modified SPEs, indicat-

ng better electrocatalytic behaviour and allowing a higher num-
er of NADH determinations in less time. Comparing the results
or both types of sensors, it can be concluded that polysulfone-
omposite film-based sensors show the highest sensitivity, as
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ell as the best repeatability and reproducibility results. The
atter parameter can be directly related to the operational sta-
ility, proving the absence of mediator leakage and electrode
ouling, essential characteristics for electrodes to be used in
ow systems. Finally, having considered the variability among
lectrodes belonging to a same sheet, it can be noticed that
he electrodes based on MB, 3,4-DHB and o-PDA-polysulfone
lms kept 100% of their sensitivity at least during the first
5 days. These good performance characteristics demonstrated
he usefulness of the mediator-modified polysulfone-composite
lms-based SPEs for the development of dehydrogenase-based
iosensors and their further implementation in flow systems.
oreover, the simple and fast fabrication procedure allows their
ass production. GlDH-MB-polysulfone-composite film-based
PEs have been shown to be reliable biosensors for the ampero-
etric detection of ammonium in solution at a working potential

f −0.1 V versus SCE, showing an excellent reproducibility
mong successive calibration curves (1.9%, n = 5). Thus, it can
e concluded that a stable flow system for the determination of
mmonium has been developed.

cknowledgements

The on-going financial support from the Inter-Ministerial
ommission for Science and Technology (CICYT), Madrid
IO99-0751 and MAT2003-01253, AGBAR through CEIA

oundation and ADASA systems, and the MEC (Ministerio de
ducación, Cultura y Deporte, Spain) are gratefully acknowl-
dged. We thank Dr. Enric Cabruja from the CNM for his kind
ollaboration in the preparation of SPEs.

eferences
[1] C.O. Schmakel, K.S.V. Santhanam, P.J. Elving, J. Am. Chem. Soc. 97
(1975) 5083.

[2] J. Moiroux, P.J. Elving, Anal. Chem. 50 (1978) 1056.
[3] H. Jaegfeldt, J. Electroanal. Chem. 110 (1980) 295.
[4] A. Chaubey, B.D. Malhotra, Biosens. Bioelectron. 17 (2002) 441.

[

[

[

a 71 (2007) 2102–2107 2107

[5] P.N. Bartlett, P. Tebbutt, R.G. Whitaker, Prog. React. Kinet. 16 (1991) 55.
[6] T. Nakaminami, S. Kuwabata, H. Yoneyama, Anal. Chem. 69 (1997) 2367.
[7] K. Hirano, H. Yamato, K. Kunimoto, M. Ohwa, Sens. Actuators B 86 (2002)

88.
[8] R.W. Murray, A.G. Ewing, R.A. Durst, Anal. Chem. 59 (1987) 379A.
[9] H.D. Abruña, Coord. Chem. Rev. 86 (1988) 135.
10] P.C. Pandey, Meth. Biotechnol. 6 (1998) 81.
11] E.V. Ivanova, V.S. Sergeeva, J. Oni, C. Kurzawa, A.D. Ryabov, W. Schuh-

mann, Bioelectrochemistry 60 (2003) 65.
12] A.B. Florou, M.I. Prodromidis, M.I. Karayannis, S.M. Tzouwara-

Karayanni, Electroanalysis 10 (1998) 1261.
13] V.S. Soukharev, A.D. Ryabov, E. Csöregi, J. Organomet. Chem. 668 (2003)
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26] L. Gorton, E. Csöregi, E. Domı́nguez, J. Emnéus, G. Jönsson-Pettersson,

G. Marko-Varga, B. Persson, Anal. Chim. Acta 250 (1991) 203.
27] I. Willner, E. Katz, Angew. Chem. Int. Ed. 39 (2000) 1180.
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bstract

A new rapid decomposition and dissolution method with a mixture of sodium di-hydrogen orthophosphate and di-sodium hydrogen orthophos-
hate as a novel flux is described. The minerals are fused with (1:1) mixture of the above salts (flux) and the melt is dissolved in distilled water.
he solution is diluted to desired volume depending on the instrumental technique used for determination. ICP-OES is used for the determination
f Al, Ca, Mg, Cr, V, Si, Fe and Ti without interference from titanium, iron and sodium phosphate (introduced as flux). All the elements except
i and V are also determined by AAS. The use of nitrous oxide–acetylene flame eliminates the depression due to titanium in the measurement
f Mg, Mn, Cr and Fe in air–acetylene flame. Synthetic mixture conforming to ilmenite and rutile composition are analyzed by ICP-OES and
AS to check the validity of the method. The results are in good agreement. The proposed method has been applied to natural samples and

he results are evaluated against the established decomposition method using potassium bisulphate. Both ICP-OES and AAS yielded compa-

able results. The R.S.D. of the proposed method in case of ICP-OES varies from 0.5 to 2%, whereas for AAS it varies from 1.5 to 3% for
ifferent elements (n = 5). The novelty of the proposed sample decomposition lies in its simplicity, ease and speed of fusion with minimal skills
esides being eco-friendly unlike the reported tedious complicated decomposition procedures involving variety of fluxes and lot of hazardous
hemicals.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Ilmenite and rutile are the most economic titanium miner-
ls found in the beach sands of India (east and west coast) in
ssociation with other heavy minerals such as zircon, monazite,
illimanite and garnet [1,2]. At different stages of exploration
nd exploitation, various mineral fractions are separated using
ravity and magnetic separation methods. Among heavy miner-
ls, ilmenite and rutile are valuable major minerals required for
igment industry and the feedstock that meets the tolerance level
or Ca, Mg, Cr, V, Mn and Al is in great demand [3]. Ilmenite is
hemically processed for the production of TiO2. Above certain

evel, these elements affect the processing technology. There-
ore, these minerals are frequently analyzed for above elements
o ascertain its quality and suitability for process technology for

∗ Corresponding author. Tel.: +91 7122564977; fax: +91 7122561438.
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roduction of titanium dioxide. A non-destructive instrumental
echnique, such as INNA or XRF spectrometry, has been used
or the analysis of geological materials [4]. The INNA is vir-
ually free from matrix effect, but it requires the access to a
uclear reactor to irradiate samples. The cost and inconvenience
f this requirement restricts its application in routine analy-
is. Matrix interference is severe in XRF spectrometry. Proper
atrix-matched reference materials covering the full concentra-

ion range of elements to be determined are required for accurate
esults. In addition, the certified results for major elements are
vailable for SRM of a mineral, but the results for the minor con-
tituents are not reported [5,6]. Further, the quantitative results
or lightest elements (Mg, Al and Si) cannot usually be achieved,
ntil the sample is fused with suitable flux to form homogeneous
lass bead. The above limits its application to the analysis of

inerals. Simple instrumental techniques such as ICP-OES and
AS (relatively less prone to matrix effect) involving solution

or analysis are widely accepted alternate techniques for the
nalysis of geological samples.
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Table 1
ICP-OES operating parameters

Forward power (W) 1200
Reflected power (W) <20
Observation height (mm) 15
PMT voltagea (V) 500–600
Coolant gas flow rate (l min−1) 10
Auxiliary gas flow rate (l min−1) 0.5
Sample gas flow rate (l min−1) 0.5
Flush time (s) 10
Nebulizer Concentric glass

Wavelength for measurement; Ti 334.941 nm, Fe 238.204 nm, Si 251.000 nm, Al
396.152 nm and Mg 279.553 nm, Cr 205.552 nm, Ca393.366 nm, V 292.402 nm
a
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Sample solution preparation is the most important step in the
hemical analysis prior to determination of various constituents.
he titanium minerals are not decomposed completely with acid
igestion involving combination of hydrofluoric and a mineral
cid. Ortho-phosphoric acid is applied for decomposition and
issolution of ilmenite, and Ti, Fe, Mn, Ca, Mg, Cr, V and
n are determined by ICP-OES [7,8]. However, rutile is not

ecomposed. A mixture of ortho-phosphoric acid and sodium
yrophosphate is also used for decomposition of other minerals
uch as biotite, garnet, chromite, olivine, bauxite, Fe and Mn
re [9,10]. Both glass and platinum wares are attacked during
ecomposition process.

Fusion with potassium bisulphate is most commonly used for
ecomposition of all the titanium minerals [11–15]. Lot of unde-
irable sulphur trioxide fumes is generated during the process.
ithium metaborate, lithium tetra borate and fused borax are also
pplied [15]. However, the fusion requires non-sticking Pt–Au
rucibles and melt takes longer time for dissolution. In above
usion, the melt is dissolved in dilute sulphuric acid to prevent the
ydrolysis of Ti. Large quantities of salt are introduced in to the
olution, which affects the subsequent step of analysis. There-
ore, there is a need of simple, rapid and economical method
or the decomposition of both ilmenite and rutile, so that the
onstituents can be measured without much treatment. Various
odium salts of ortho-phosphoric acid melt at low temperature
600–700 ◦C) to form condensed phosphates, which have high
bility to form complex with many cations in the pH range from
to 8.5 [16]. However, no application of these salts in decom-

osition of titanium mineral is reported. Keeping in view, the
omplexing ability and ease of fusion, decomposition of tita-
ium minerals with these salts are tried. Investigation reveals
hat both the titanium minerals can be easily decomposed with
iberation of water during the fusion and no hazardous fumes
re generated unlike the potassium bisulphate fusion. Complex-
ng ability of the condensed polyphosphate is utilized for the
issolution of the resulting melt in distilled water.

The aim of present work is to investigate the applicability
f eco friendly flux comprising a mixture of NaH2PO4·H2O
nd Na2HPO4 (anhydrous) for decomposition and dissolution
f both ilmenite and rutile, so that most of the above elements
an be determined by ICP-OES or AAS.

. Experimental
.1. Instrumentation

ICP-OES, GBC model Integra XM (Dandenong, Vic., Aus-
tralia) was used for measurement of V, Cr, Mg, Al, Fe, Mn, Ca

able 2
AS operating parameters

articulars Al Ca Mn

amp current (mA) 10 10 5
avelength (nm) 309.3 422.7 279.5

pectral band width (nm) 0.5 0.5 0.2
lame condition C2H2–N2O

reducing
C2H2–N2O
reducing

C2H2–N2O
reducing
nd Mn 257.610 nm.
a Varies from element to element.

and Si. The wavelengths and operating parameters are given in
Table 1.
AAS, Model AA-Spectra-20B, Varian Techtron Australia was
used for the measurement of Fe, Mg, Ca, Cr, Mn, Al and Ti. The
wavelengths and operating parameters are given in Table 2.
Double beam spectrophotometer, Model 920 of GBC Equip-
ment, Australia was used for spectrophotometric determination
of Si, Ti, V and also to record the spectra of Fe and Ti complex.

.2. Standards and reagents

Stock solution of all major oxides and trace elements V and Cr
were prepared from High purity oxides (Alfa Aesar, A Johnson
mathey company, London, UK).
Standard solution of titanium was prepared by fusing 0.5 g of
TiO2 with 8 g of 1:1 mixture of di-sodium hydrogen phosphate
anhydrous and sodium di-hydrogen phosphate monohydrate.
The melt was dissolved in distilled water and volume was made
to 100 ml to give 5 mg ml−1 of TiO2 stock solution.
Standard solution of Fe was prepared similarly.
Blank solution was prepared by fusing 8 g of mixture and made
up to 100 ml. The above solutions containing same quantity
of P2O5 (40.6 mg ml−1) are used for the interference studies
in AAS measurements and the diluted solutions were used as
calibration standards.
Other standards: Mn, Cr, V, Mg and Al, standards were pre-
pared by fusing respective dried oxides (0.1 g for Mn, Cr, V,
Mg and 0.2 g for Al) with the 4 g of 1:1 mixture of mono and

di-hydrogen phosphate and dissolved in 100 ml-distilled water.
Calcium carbonate (0.1 g) was used for preparation of Ca stan-
dard. These solutions were diluted further for use as calibration
standards.

Fe Cr Ti Mg

5 7 20 4
372.0 357.9 364.3 285.2
0.2 0.2 0.5 0.5
C2H2–N2O
reducing

C2H2–N2O
reducing

C2H2–N2O
reducing

C2H2–N2O
reducing
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Fig. 1. Absorption spectra of TiO2 (4 ppm)–polyphosphate complex under var-
ious condition: (a) solution obtained after fusion with (NaPO3) n(5 g) and
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Silica standard: 0.05 g of quartz (GR, Merck, Germany) fused
with 0.5 g of sodium carbonate and dissolved in water. The
solution is neutralized with dilute ortho-phosphoric acid to pH
7 and diluted to 250 ml.

Di-sodium hydrogen phosphate anhydrous (Na2HPO4) and
sodium di-hydrogen phosphate monohydrate (NaH2PO4·H2O)
were of GR grade (Merck, India).

.3. Preparation of sample solution

.3.1. Potassium bisulphate fusion
A 0.5 g-dried sample is fused with 10 g KHSO4 in a silica

rucible, which was preheated for dehydration. The fused melt
as dissolved in dilute sulphuric acid and made up to 100 ml
olume maintaining 10% (v/v).

.3.2. Phosphate fusion
Four gram each of sodium di-hydrogen phosphate monohy-

rate and di-sodium hydrogen phosphate is mixed well in dry
latinum crucible, heated slowly first on wire gauze and then
trongly on the flame for the formation of condensed phosphate.
ccurately weighed 0.5 g of sample is added to the cooled melt.
he uncovered crucible is again heated on the flame for fusion.
fter 3–4 min, the crucible is covered with platinum lid. The

rucible is swirled intermittently for complete decomposition,
ooled and transferred in a 250 ml beaker containing distilled
ater. The beaker is heated on water bath for dissolving the
elt. The crucible is removed from the beaker, washed thor-

ughly and the volume is made to 100 ml.

.3.3. Measurements
A 10 ml of the master solution is further diluted to 100 ml for

he determination of Cr, V, Al, Mn, Ca and Mg by ICP-OES. Ti
nd Fe are determined in further diluted solution depending on
he minerals analyzed. Si is determined by ICP-OES only in the
olution obtained after phosphate fusion.

Cr, Al, Mn, Ca and Mg, is determined in original solution. Ti
nd Fe are determined in further diluted solution by AAS.

The solution obtained by potassium bisulphate fusion was
iluted similarly maintaining 10% acidity with respect to sul-
huric acid. Blank were also prepared in same matrix.

Calibration standards were matched with the samples in
espect of flux content.

. Results and discussion

The various steps in a chemical analysis are decomposition,
issolution, separation and measurement. The most important
tep is decomposition and dissolution of the samples to get clear
nd stable solution, so that the constituents can be determined
y ICP-OES or AAS without separation. Various aspects of the
roposed method are discussed below.
.1. Decomposition

Sodium di-hydrogen orthophosphate melts easily on heating
nd polymerizes to form poly cyclic meta phosphate (NaPO3)n

q
t
c
w

b–d) are the solution obtained after fusion with the mixture of mono and di-
odium orthophosphate in the ratio of 4:1, 3:2 and 2.5:2.5 (5 g), respectively, (e)
olyphosphate blank and (f) distilled water.

nd mixture of sodium di-hydrogen phosphate and di-sodium
ydrogen phosphate forms linear polyphosphate—Nan+2

nO3n+1. Both linear and cyclic phosphates are stable in neutral
nd alkaline medium. Cyclic phosphate changes to linear phos-
hate in more alkaline medium. These condensed phosphates
re excellent complexing agents and form complexes with most
f the transitional and non-transitional metals ions [16].

Titanium and iron being the major constituent of titanium
inerals, the decomposition studies of 0.1 g each of TiO2 and
e2O3 by fusion with 5 g flux containing different proportion of
ono and di-sodium salts were carried out separately. Prelimi-

ary experiments show that sodium di-hydrogen orthophosphate
s unable to decompose titanium dioxide but readily decomposes
erric oxide. It is further observed that the decomposition of TiO2
s complete with addition of little quantity of di-sodium salt to
t. The melt obtained is clear and soluble in water. Increase in
i-sodium salt increases the efficiency of the flux, probably due
o increase in alkalinity and melting temperature. It is difficult
o fuse di-sodium hydrogen phosphate at normal burner temper-
ture. Hence, this salt alone has not been tried.

In order to have the information regarding the complexes, the
bsorption spectra for Ti and Fe solutions obtained after fusion
ith various proportion of salts are shown in Figs. 1 and 2,

espectively.
Ti complexes formed with (a and b) are of similar nature and

bsorb considerably at 257 nm. Probably, Ti forms complex with
eta phosphate formed during the fusion. Further absorbance
epends on the concentration of polyphosphate. The complexes
btained with (c and d) are different and may be because of
ormation of linear poly phosphate complex. No absorption peak
t 257 nm is observed in the concentration range studied.

Iron complexes formed with (a–d) as shown in Fig. 2, have
ifferent absorption characteristics. The presence of different

uantities of meta and linear poly phosphate in solution modify
he absorption. There is clear-cut difference in (a and d). The
omplex with (d) absorbs at 280 nm and appears to be formed
ith linear poly phosphate. The complex with meta phosphate



R. Radhamani et al. / Talanta 71 (2007) 1932–1938 1935

Fig. 2. Absorption spectra of Fe2O3 (4 ppm)–polyphosphate complex under var-
ious conditions: (a) solution obtained after fusion with NaH2PO4·H2O (5 g) and
(b–d) are the solution obtained after the fusion with the mixture of mono and
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refractory compound of analyte with Ti in the flame. The depres-
sive effect of iron as shown in the curve “c” of Figs. 3 and 4 is
much less than phosphate. Curves “d–f” (Figs. 3–6) show the
effect of P, Ti and Fe in nitrous oxide–acetylene flame, respec-
i-sodium orthophosphate in the ratio of 4:1, 3:2 and 2.5:2.5 (5 g), (e) polyphos-
hate blank and (f) distilled water.

a) does not have absorption peak at 280 nm. Gradual change in
hape of absorption curve is observed as the ratio of salts in flux
s varied from (a to d).

Natural samples such as ilmenite and rutile, were taken for
he decomposition studies with mixture of mono and di-sodium
alts. Ilmenite and rutile obtained after beneficiation from beach
and are generally pure, but it is likely to be contaminated with
races of various associated minerals. Attempts were made to
ecompose a sample (0.10 g) containing ilmenite, sillimanite,
ircon, garnet, rutile and monazite in equal proportion. The
esulting melt was dissolved in distilled water and clear solution
s obtained. Traces of combined silica (<2%) present in above

inerals are easily decomposed. However, large quantity of sil-
cate minerals such as zircon, sillimanite and quartz, if present,
s partially attacked and silica precipitates as gel during dissolu-
ion in water. Thus, the 1:1 flux mixture is most suitable for the
ecomposition of both the Ti minerals ilmenite and rutile. It was
bserved that 8 g of flux is enough to decompose 0.5 g samples.

Based on the experimental observations, it is inferred that
he formation of condensed poly phosphate during fusion are
esponsible for the effective attack and formation of the com-
lexes soluble in distilled water. The solution is also very stable
ue to formation of metal complexes of poly phosphate. On
cidifying the solution the complex break and titanium phos-
hate precipitates. Similarly, precipitation is observed after the
ddition of alkalis.

The proposed method is far superior compared to potassium
i-sulphate fusion in respect of sample to flux ratio, and the time
equired for decomposition.

.2. ICP-OES measurement
ICP-OES is one of the most accepted instrumental analyt-
cal techniques of today. The solution obtained contains large
uantity of salt in the form of sodium phosphate. It has been
bserved that there is no increase in nebulizer pressure when

F
r
fl

ig. 3. Effect of P, Ti and Fe on Mn (a–c) show the effect of P, Ti and Fe,
espectively, in air–acetylene flame while (d–f) shows the effect in N2O–C2H2

ame.

he diluted solution containing 0.8% sodium phosphate used for
easurement of trace elements V, Cr, Mg, Al, Fe, Mn and Ca.

.3. Effect of P, Ti and Fe on measurement by AAS

Most of the required elements can be determined by AAS.
e, Mg, Cr and Mn are determined usually in air–acetylene
ame. But the resulting solution contains large quantity of phos-
hate salt, titanium (refractory element) and iron. Therefore, the
ffect of above on the measurement of Fe, Mg, Cr and Mn using
ir–acetylene flame is reinvestigated. The stock solutions of Ti,
e and blank are used for interference studies of Ti, Fe and P,
espectively. Keeping in view, the major matrix element compo-
ition of titanium minerals, a solution containing Ca: 0.8 ppm,

g: 0.6 ppm, Cr: 3.42 ppm, Mn: 1.0 ppm and Fe: 7.0 ppm was
aken for the study. The effect was studied separately for solution
ontaining only Al (50 ppm). Nitrous oxide–acetylene burner
as used for the interference studies.
The results of the interference studies obtained are shown in

igs. 3–6 for Mn, Mg, Cr and Fe, respectively. The quantities of P
r Ti or Fe are represented on X-axis in “ml” because the volume
sed is common in all the cases. The detail of interferents added
or the study is given in Table 3. The effect is discussed below.
he degree of depressive effect due to phosphate decreases in

he order of Mg, Mn, Cr and Fe in air–acetylene flame (“a” of
igs. 3–6). The depression is more severe in case of titanium
“b” of Figs. 3–6). This may be attributed to the formation of
ig. 4. Effect of P, Ti and Fe on Mg (a–c) show the effect of P, Ti and Fe,
espectively, in air–acetylene flame while (d–f) shows the effect in N2O–C2H2

ame.
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ig. 5. Effect of P, Ti and Fe on Cr (a–c) show the effect of P, Ti and Fe,
espectively, in air–acetylene flame while (d–f) shows the effect in N2O–C2H2

ame.

ively. The points on the curves merge each other. The curve
line) is parallel to X-axis, which implies that there is no ioniza-
ion interference, probably due to suppression of ionization by
he sodium present in the solution. The depression observed in
ir–acetylene for Mn, Mg, Cr and Fe, is eliminated. However,
he sensitivity decreases for Mg, Mn and increases for Cr and

e. No additional ionization suppressor is required.

Ca and Al are normally estimated using nitrous oxide–
cetylene flame in concentrated solution. The effect of P, Ti and
e is shown in Fig. 7. There is no effect of P, Ti and Fe on alu-

g

f
I

able 3
AS interference studies—concentration of interfering elements

.no. Points on X-axis (ml) P2O5 (mg ml−1) TiO2 solution

TiO2 (mg ml−1

0 0a 0
1.2 1.9 0.25
2.4 3.8 0.5
3.6 5.7 0.75
4.8 7.6 1.0
6.0 9.5 1.25

a Initial concentration of P2O5 is equal to 0.6 mg ml−1 shown as 0 in Figs. 3–7.
.6 ppm, Cr: 3.42 ppm, Mn: 1.0 ppm, Fe: 7.0 ppm and Al: 50 ppm (studied separately

able 4
omparison of results of synthetic mixture by the proposed method

xide Synthetic mixture (rutile)a

Quantity taken (mg) Quantity found (mg)

ICP-OES (mg)b AAS (mg)c

iO2 90.0 90.2 89.5
e2O3 5.0 4.80 4.90
l2O3 2.5 2.45 2.60
nO2 1.5 1.51 1.48
gO 1.5 1.45 1.44
aCO3 1.5 1.50 1.40

2O5 1.5 1.45 1.49d

r2O3 1.5 1.52 1.43
iO2 2.0 2.05 2.10d

a The synthetic mixture conforming to ilmenite and rutile composition were prepa
nal concentration of flux is remains same.
b The ICP-AES measurement for Cr, V, Al, Si and Mg, (in both); Fe, Ca and Mn (
n and Ca (in ilmenite) are determined in further dilute solution (dilution factor-100
c Measurement in concentrated solution (dilution factor-1) for minor elements and
d Determined spectrophotometrically by BPHA and molybdenum blue method.
ig. 6. Effect of P and Ti on Fe (a and b) show the effect of P and Ti, respectively,
n air–acetylene flame while (d and e) shows the effect in N2O–C2H2 flame.

inium (“d–f ” of Fig. 7) and Ca (“a–c” of Fig. 7). The effects
re nullified with proper optimization of flame conditions and
atrix matching in respect of flux content. Titanium, being the
ajor constituents, no problem of salt concentration is observed

n nitrous oxide flame because the solution can be diluted.
All the elements stated above are determined by AAS using

itrous oxide–acetylene flame. It is observed that burner clog-

ing was more severe in case of bi-sulphate fusion.

In the absence of reference material, synthetic mixture con-
orming to rutile and ilmenite composition were analyzed by
CP-OES and AAS with matrix-matched standards to test the

Fe2O3 solution

) P2O5 (mg ml−1) Fe2O3 (mg ml−1) P2O5 (mg ml−1)

0a 0 0a

1.9 0.25 1.9
3.8 0.5 3.8
5.7 0.75 5.7
7.6 1.0 7.6
9.5 1.25 9.5

Concentration of trace elements taken for the studies are—Ca: 0.8 ppm, Mg:
).

Synthetic mixture (ilmenite)a

Quantity taken (mg) Quantity found (mg)

ICP-OES (mg)b AAS (mg)c

45 45.5 44.3
45 44.8 44.9

2.5 2.45 2.54
1.5 1.5 1.56
1.5 1.51 1.48
1.5 1.55 1.48
1.5 1.48 1.50d

1.5 1.55 1.45
2.0 1.95 1.95d

red by mixing the various standard solution and diluting to 50 ml, so that the

in rutile) was taken in the dilute solution (dilution factor-10). Ti (in both); Fe,
).
dilute solution for major elements (dilution factor-10 or 100).
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Table 5
Comparison of results by the proposed method with potassium bisulphate fusion in natural samples

Sample Fe2O3 (T)% TiO2% MgO%

Phosphate Bisulphate Phosphate Bisulphate Phosphate Bisulphate

A B A B A B C A B A B A B

Ilmenite-1 40.07 39.80 39.60 39.80 56.4 57.2 56.9 56.1 56.7 0.82 0.87 0.80 0.78
Ilmenite-2 50.30 50.64 50.40 50.80 48.9 49.2 49.1 48.9 49.5 0.05 0.05 0.04 0.05
Ilmenite-3 50.61 49.81 50.40 49.80 49.1 49.2 49.1 48.8 49.3 0.08 0.09 0.08 0.07
Ilmenite-4 50.00 50.41 50.10 50.50 49.7 49.9 49.4 50.1 49.4 0.05 0.06 0.06 0.05
Rutile-1 0.75 0.79 0.80 0.77 96.8 96.3 97.0 96.4 96.9 0.02 0.02 0.02 0.03
Rutile-2 1.01 0.95 0.96 1.10 96.4 95.8 96.8 95.5 96.3 0.02 0.02 0.03 0.02

MnO% CaO% V2O5%

Phosphate Bisulphate Phosphate Bisulphate Phosphate Bisulphate

A B A B A B A B A C A C

Ilmenite-1 0.37 0.39 0.36 0.33 0.02 0.02 0.03 0.03 0.27 0.23 0.25 0.24
Ilmenite-2 3.50 3.70 3.60 3.50 0.08 0.08 0.07 0.08 0.68 0.66 0.65 0.64
Ilmenite-3 3.80 4.00 3.90 3.70 0.06 0.06 0.06 0.05 0.55 0.52 0.50 0.55
Ilmenite-4 3.60 3.90 3.70 4.00 0.07 0.06 0.07 0.06 0.07 0.06 0.06 0.06
Rutile-1 <0.01 <0.01 <0.01 <0.01 0.03 0.02 0.03 0.03 0.49 0.47 0.48 0.49
Rutile-2 <0.01 <0.01 <0.01 <0.01 0.03 0.04 0.04 0.03 0.49 0.46 0.48 0.46

Cr2O3% Al2O3% SiO2%

Phosphate Bisulphate Phosphate Bisulphate Phosphate

A B A B A B A B A C

Ilmenite-1 0.17 0.18 0.19 0.18 1.14 1.29 1.21 1.30 0.77 0.79
Ilmenite-2 0.04 0.04 0.04 0.04 0.67 0.68 0.70 0.86 0.80 0.82
Ilmenite-3 0.01 0.01 0.01 0.01 0.89 0.87 0.86 0.85 0.94 0.90
Ilmenite-4 0.01 0.01 0.01 0.01 0.41 0.39 0.40 0.45 1.30 1.22
Rutile-1 0.23 0.22 0.22 0.23 0.31 0.37 0.30 0.35 1.60. 1.46
R 0.4

A (2) Ti
w

a
T

i
(
b
s
r
a

F
P
r

T
e
l
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utile-2 0.21 0.22 0.22 0.23

, ICP-OES; B, AAS; C, spectrophotometry: (1) vanadium by BPHA method,
ith sodium hydroxide and aqueous extract was analyzed for silica content.

ccuracy of the method. The results are compared in Table 4.
he results are in excellent agreement.

On the basis of above observation the natural samples of
lmenite (4 nos.) and rutile (2 nos.) are analyzed several times
n = 5) to check the precision of the method. The results obtained

y the proposed method are compared against the potassium bi-
ulphate fusion in Table 5. In absence of reference materials, the
esults are checked further by the method of standard addition in
bove samples. The recovery found was in the range 98–102%.

ig. 7. Effect of P, Fe and Ti, in N2O–C2H2 flame (a–c) show the effect of
, Ti and Fe, respectively, on Ca, and (d–f) shows the effect of P, Ti and Fe,
espectively, on Al.

t
o
i
d

(

(
(

(

(

6 0.48 0.48 0.45 0.79 0.70

by hydrogen peroxide and (3) silica by molybdenum blue method after fusion

he R.S.D. of proposed method in case of ICP-OES varies from
lement to element in the range of 0.5–2% whereas for AAS it
ies in the range 1.5–3% for different element (n = 5).

. Conclusion

The proposed method for the decomposition and dissolu-
ion of titanium mineral is a new approach using sodium salts
f ortho-phosphoric acid. The proposed method has follow-
ng distinct advantages over the existing potassium bi sulphate
ecomposition procedures.

1) There is no evolution of hazardous fume during decompo-
sition.

2) Both rutile and ilmenite can be decomposed with same flux.
3) The melt is dissolved in water, which eliminates the use of

harmful acids.
4) The solution is very stable. The sample:flux ratio is lower
in comparison to potassium bisulphate fusion.
5) Further clogging of burner in AAS and, nebulizing effi-

ciency in ICP-OES with Na salt is less in comparison of
K salt.
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6) Addition of ionization suppressor is not required in AAS
while using nitrous oxide–acetylene flame.

The method is simple, rapid, eco-friendly and being applied
or the routine analysis of titanium mineral in the laboratory. The
imple instrument like AAS can also be used for the determina-
ion of most of the desired elements such as Fe, Ti, Mn, Ca, Cr,

g and Al. The R.S.D. in case of ICP-OES varies from element
o element in the range 0.5–2% whereas for AAS it varies in the
ange1.5–3% for different element (n = 5).
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bstract

A method is reported for the determination of acaricides (amitraz, bromopropylate, coumaphos and fluvalinate) from honey by gas chromatog-
aphy mass spectrometry after a new fast solid phase micro-extraction, SPME, procedure. Six different fibers were assessed for micro-extraction
urpose studying the following variables: (i) SPME coating, (ii) extraction temperature, (iii) extraction time, (iv) desorption conditions and (v)
gitation conditions. The new ultrasonic bath technology providing different sonication frequencies (35 and 130 kHz) and different working modes
Sweep, Standard and Degas) was studied and optimized for speeding up the acaricide micro-extraction. The best extraction results were achieved
ith the polyacrylate fiber. The extraction process was done in 30 min using the ultrasonic bath at 130 kHz in the Standard mode. Quality param-
ters of the proposed method show a good precision (<11%) and detection and quantitation limits lower than 6 and 15 ng/g, respectively, except
or fluvalinate. Eleven Portuguese commercial honey samples were analyzed with the developed method in order to assess the performance of
he method with real samples and to determine whether the concentration of acaricides in honey exceed their maximum residue levels (MRLs).
caricide residues detected were lower than those established by the legislation.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The use of chemicals to combat honeybee’s diseases or par-
site infestations is a common practice among beekeepers that
as led to contamination of honey and other hive products, ulti-
ately affecting human health [1–3]. Amitraz, bromopropylate,

oumaphos, cymiazole and fluvalinate are the most common
caricides used by the beekeepers to combat the parasitic mites
arroa jacobsoni and Ascophera apis [2,3]. In addition to the
nvironmental concern, the presence of the aforementioned sub-
tances in honey decreases its quality. This situation has forced
o the European Union, EU, and also to other countries to

stablish different regulations limiting maximum residual levels
MRLs) of acaricides in honey. For instance, the Council Reg-
lation 2377/90/EEC of EU and their subsequent modifications

∗ Corresponding author. Tel.: +351 21 294 9649; fax: +351 21 294 8550.
E-mail address: raquelrial@dq.fct.unl.pt (R. Rial-Otero).
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as established MRLs in honey for amitraz and coumaphos at
.2 and 0.1 mg kg−1, respectively [4]. Furthermore, the United
tates Environmental Protection Agency (USEPA) has estab-

ished MRLs for amitraz, coumaphos and fluvalinate as follows:
, 0.1 and 0.05 mg kg−1, respectively [5]. No MRLs for bro-
opropylate in honey have been established for the USEPA or

he EU regulations but some countries such as Germany and
witzerland have established their own MRLs for this com-
ound at levels of 1 mg kg−1. More restrictive limits for bro-
opropylate in honey have been fixed by the Italian legislation

0.01 mg kg−1) [1].
To control pesticide residue levels in honey and their com-

liance with quality standards fixed by the UE and/or national
egulations, rapid, robust and economic control methods must
e developed. To date, analytical methods for the determination

f acaricide residues in honey include commonly gas chro-
atography (GC) [2,6–16] or high-performance liquid chro-
atography (HPLC) [17–21] with selective detectors. Mass

pectrometry detector (MS) is the universal and non-specific



lanta

d
a
p
i
[

i

(

o
f
s
n

(
(

k
S
f

d
o
e
(
fi

n
(
s
e
c
c
o
i

d
e
n
s
s

2

2

1
t
H
s
P
t
b
v
s
i
1
s
s
s
S
d
w
w
p

s
d
p
c
s
(
a
F
t
s
s
U
w
w
(
T

2

c
m

R. Rial-Otero et al. / Ta

etector which allows not only to detect and to quantify the
nalytes present in the sample, but also to identify these com-
ounds on basis on their structure. Because of this advances, it
s every time more frequently used for pesticide determination
11,12,14,16].

Sample handling for acaricide extraction includes the follow-
ng steps:

(i) Honey dilution in water [2,7,9,12], methanol [8,13] or water
mixtures such as ethanol/water [6,15] or methanol/water
[11,14,21] in order to obtain a better sample homogeniza-
tion.

ii) After honey dilution, acaricides extraction is normally done
by:
(1) Solvent extraction, SE [7,9-11,18] with different

extracting solvents or solvent mixtures such as
dichloromethane [10,18], ethyl acetate [11], hexane/
acetone [9], hexane/glacial acetic acid [7] or hexane/2-
propanol [18].

(2) Solid phase extraction, SPE [2,6,8,12–15,17,20,21],
being the reversed phase C18 cartridge the most com-
mon choice for the extraction of acaricides from honey
[2,12,14,15,17,21], although others sorbent phases such
as C8 [6], Florisil [8,13] and SCX-SPE [20] have been
used with good results.

The solid phase micro-extraction technique, SPME, devel-
ped by Pawliszyn and co-workers [22,23] has become popular
or the analysis of organic compounds. This technique presents
everal advantages over the above mentioned SE and SPE tech-
iques such as:

(i) total elimination of solvents;
(ii) reduced blanks;
iii) lower extraction times;
iv) it does not require complete removal of the analyte from

the liquid matrix.

In spite of the aforementioned advantages, to the best of our
nowledge only Volante et al. [16] have purposed the use of the
PME with a 100 �m-polydimethylsiloxane fiber, PDMS-100,
or acaricide extraction from honeys.

The use of sonication in the SPME procedure was reported by
ifferent authors with the following aims: (i) to increase the pass
f volatile aromatic compounds to the headspace and reduce the
xtraction time required for SPME in the headspace [24–26], or
ii) to facilitate the desorption of the compounds adsorbed in the
ber into a solvent [27].

The aim of this work is to develop a rapid, robust and eco-
omic method for simultaneous determination of four acaricides
amitraz, bromopropylate, coumaphos and fluvalinate) in honey
amples based on the SPME methodology plus GC–MS. Sev-
ral commercially available coatings for SPME are tested and

ompared with the PDMS-100 fiber in terms of extraction effi-
iency. In addition, in the present work we report, to the best
f our knowledge for first time, experimental data showing the
mportance of the new ultrasonic bath devices provided with

p
m
e
o

71 (2007) 1906–1914 1907

ual frequency of sonication, 35 and 130 kHz, and three differ-
nt working modes, Sweep, Standard and Degas. Finally, the
ew methodology is applied to Portuguese commercial honey
amples in order to assess the presence of acaricide residues and
tudy their compliance with the legislation.

. Experimental

.1. Chemicals, solvents and disposables

Pestanal® grade standards of amitraz [CAS No. 33089-61-
], bromopropylate [18181-80-1], coumaphos [56-72-4] and
au-fluvalinate [102851-06-9] were purchased from Riedel-de-
aën (Seelze, Germany). Lindane [58-89-9] used as an internal

tandard was purchased from Aldrich (Steinheim, Germany).
urity was >93% for all of them. The individual stock solu-

ions (ca. 500 mg/l) of each acaricide were prepared in acetone
y weighing approximately 0.0125 g of the analyte into a 25 ml
olumetric flask and diluting to volume. An intermediary mixed
tandard solution was prepared by dilution in acetone of the
ndividual stock standard solutions to give a concentration of
mg/l of each acaricide. Stock standard solution of the internal

tandard (lindane) was prepared in the same way and working
tandard solution was prepared by dilution in acetone of the
tock standard solution to give a final concentration of 5 mg/l.
tock and intermediary standard solutions were stored in the
ark at −20 and −4 ◦C, respectively. Acetone Pestanal® grade
as purchased from Fluka (Buchs, Switzerland); ultrapure water
as obtained from an Milli-Q SP reagent water system (Milli-
ore, Bedford, USA).

In the SPME procedure study six SPME fibers were con-
idered: 7 �m polydimethylsiloxane (PDMS-7); 100 �m poly-
imethylsiloxane (PDMS-100); 85 �m polyacrilate (PA); 65 �m
olydimethylsiloxane–divinylbenzene (PDMS/DVB); 65 �m
arboxen–polydimethylsiloxane (CAR/PDMS); and 50/30 �m
table flex divinylbenzene–carboxen–polydimethylsiloxane
DVB/CAR/PDMS). The commercially available SPME device
nd fibers were purchased from Supelco (Bellefonte, PA, USA).
ibers were initially conditioned according to the manufac-

urer’s instructions in order to remove contaminants and to
tabilize the polymeric phase. For the SPME procedure, honey
amples were placed in 40-ml EPA amber vials (Wheaton,
SA) equipped with PTFE-coated magnetic bars and sealed
ith PTFE-faced silicone septum. Sample homogenization
as done by stirring with a magnetic stirrer from Heidolph

Kelheim, Germany) or in an ultrasonic bath model transonic
L-H-5 from Elma (Singen, Germany).

.2. Honey samples

Uncontaminated honey samples used for developing and
haracterizing the proposed method were purchased at local
arkets in Lisbon, Portugal. Spiked honey samples were pre-
ared as follows: 40 g of honey was heated at 30 ◦C for a few
inutes and then 2 ml of the mixed standard solution (1 mg/l of

ach acaricide, in acetone) were added. The sample was vigor-
usly shaken and acetone was evaporated. Finally, aliquots of
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piked honey samples (3 g) were placed in a 40-ml EPA amber
ials and samples was stored at −20 ◦C for a maximum of 4
ays, in order to avoid acaricide degradation processes [18].

.3. SPME extraction procedures

Honey samples (3 g) were placed into 40-ml EPA amber glass
ials equipped with PTFE-coated magnetic bars. The samples
ere diluted with ultrapure water (30 ml) and capped with a
TFE-faced silicone septum. To each sample lindane was added
s an internal standard (10 �l of the working standard solution
f 5 mg/l) to correct the variability of the MS. The holder nee-
le was inserted through the septum and the fiber was directly
mmersed into the sample. Solution was extracted for 30 min in
n ultrasonic bath at 130 kHz in the Standard mode. After extrac-
ion, the fiber was withdrawn into the holder needle, removed
rom the vial and immediately introduced into the GC injector
ort for 3 min at 270 ◦C for thermal desorption of the analytes.

etween sample and sample extraction the fiber was washed
ith water for 10 min and then it was conditioned in an extra

njection port (split open) with hydrogen carrier gas for 10 min
n order to avoid carryover processes.

8
T
m
l

able 1
etention time and quantification fragments of the acaricides analyzed by GC–MS

caricides Structure Retent

indane 9.74

romopropylate 16.66

mitraz 17.71

oumaphos 19.01

luvalinate 20.94

21.02
71 (2007) 1906–1914

.4. GC–MS instrumentation and operating conditions

Analyses were carried out on a ThermoQuest (Rodano,
taly) TraceGC gas chromatograph equipped with a mass-
elective detector Trace MS and linked to a computer run-
ing the XcaliburTM Version 1.2 software program (Finnigan
orp., Italy). Chromatographic separations were performed
sing a BPX5 (30 m × 0.25 mm i.d., 0.25 �m film thickness)
used-silica capillary column from SGE (Darmstadt, Germany).
he oven temperature was programmed as follows: 60 ◦C for
min ramped at 25 ◦C/min to 200 ◦C and held for 1 min, and

amped again at 8 ◦C/min to 310 ◦C and held for 10 min. A
plit/splitless injector was used in the splitless mode (3 min)
ith the split/column ratio equal to 50 ml/min. The carrier gas
as helium with a constant flow of 1 ml/min. Injector tempera-

ure was 270 ◦C, and source and transfer line temperatures were
00 and 275 ◦C, respectively. MS detection was performed in
ingle-ion monitoring mode (SIM) after a solvent delay time of

min; the ion energy used for the electron impact (EI) was 70 eV.
he compounds that were analyzed by GC–MS and the selected
ass/charge fragments (m/z) used for their quantification are

isted in Table 1. Confirmation of the identity of acaricides in

ion time (min) Quantification fragments (m/z) and relative intensities (%)

181 (100), 183 (99.5), 219 (55.0)

185 (100), 183 (97.4), 341 (93.5)

162 (100), 132 (79.6), 293 (33.7)

226 (100), 109 (97.6), 362 (96.0), 210 (77.5)

250 (100), 181 (34.0), 252 (30.0)

250 (100), 181 (33.8), 252 (29.6)
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oney samples was performed by direct comparison between the
ull mass spectral scans of the reference sample and the standard
ecorded within the same analytic conditions.

. Results and discussion

.1. SPME optimization

In order to develop the SPME described method for the
xtraction of acaricides from the honey matrix, the following
ariables were identified and studied:

(i) SPME coating;
ii) effect of extraction temperature;
ii) extraction time;
iv) desorption conditions;
v) agitation conditions.

Direct SPME was selected rather than headspace SPME due
o the: (a) polarity of the studied analytes and (b) their affinity
or the honey–water mixture, that is, due to their low volatility.

.1.1. Fiber performance
As far as selection of the SPME fiber concerns, the nature of

he analyte influences the SPME fiber selection. In this study,
ix SPME fiber sorbents were tested in order to obtain the best
xtraction efficiency of acaricides from honey. Fortified honey
amples (3 g), spiked at levels of ca. 50 ng/g for each com-
ound, were diluted with 30 ml of water and 10 �l of the internal
tandard solution (5 mg/l) was added. A volume of 30 ml of
ater (dilution ratio 1/10) was selected according to the pro-

ocol described by Volante et al. [16]. Samples were extracted
t room temperature, 22 ◦C, for 50 min at a stirring speed of
50 rpm. Then, the analytes were thermally desorbed in the GC

njector port at 250 ◦C for 3 min (splitless mode) for all fibers
n = 3). The results, expressed in areas, obtained for each fungi-
ide with the different fibers and their standard deviations are
hown in Fig. 1.

ig. 1. Extraction efficiencies and standard deviations (±S.D.) of commercial
PME fiber coatings for sampling acaricides (n = 3). Spiked honey samples
50 ng/g for each compound) were extracted with different fibers for 50 min at
oom temperature under magnetic stirring (750 rpm) and then the analytes were
esorbed into the GC injector port at 250 ◦C for 3 min.
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Although, to the best of our knowledge, the PDMS-100 is the
nique fiber recommended in the bibliography for the extraction
f acaricides from honey [16], the results here reported show that
ther fibers can be used, being the recoveries obtained higher. As
an be seen in Fig. 1, the best fiber for the extraction of amitraz,
romopropylate and coumaphos is the PA fiber. For the same
xperimental conditions, area increments between 55 and 68%
re obtained when the PA fiber is compared with the PDMS-100
ber. However, it must be remarked that in the case of fluvalinate

he best results are obtained with the PDMS sorbents, namely
DMS-100 and PDMS-7. This finding can be explained taking

nto account the polarity of fluvalinate. Amitraz, bromopropy-
ate and coumaphos are polar compounds for which polar fibers
uch as PA fiber enhances recoveries. On the contrary, the apo-
ar phase of PDMS is more suitable for apolar compounds such
s fluvalinate [28]. It must be pointed out that PDMS-7 showed
a. twice the recovery for fluvalinate than PDMS-100, this result
as expected since PDMS-7 presents better extraction efficiency

or high molecular weight compounds [29]. On basis of the pre-
ious results the PA fiber was chosen for method optimization.

.1.2. Selection of the extraction temperature
The extraction temperature has two different effects on the

PME technique. On the one hand, increasing the temperature
nhances the diffusion coefficient of analytes; on the other hand,
s adsorption is an exothermic process, increasing temperature
educes the distribution constant of the analyte, limiting the
xtraction capability of the fiber [30]. To study the effect of tem-
erature on analyte recovery, the acaricides spiked up to 50 ng/g
n honey samples, were extracted with the PA fiber as follows: (i)
t room temperature and (ii) using a water bath at 40 ◦C. Forty
egree celsius was chosen because higher temperatures could
ecompose the acaricides. Results showed that, with the excep-
ion of amitraz, recoveries for all pesticides were virtually the
ame regardless the temperature studied. In the case of amitraz,
he recovery was lowered ca. 75% when the extraction temper-
ture was increased up to 40 ◦C. This finding can be linked to
mitraz degradation caused by heating it in an acid medium. For
ext experiences, room temperature was chosen as optimum.

.1.3. Selection of the extraction time
The sorption time profile for the PA fiber was obtained by

lotting the detector response versus the extraction time for
ach acaricide in order to obtain the partition equilibrium curve
Fig. 2). Honey samples spiked at 50 ng/g were used. Sorption
ime profiles for bromopropylate and coumaphos indicated that

sampling time higher than 90 min is necessary to reach the
quilibrium, while amitraz and fluvalinate reach the equilibrium
t 60 and 30 min, respectively. However, when the equilibrium
s not reached in a time as long as 90 min, an alternative is
o develop the extraction in non-equilibrium conditions, which
eeds shorter extraction times. Ai [31,32] proposed a dynamic
odel of SPME adsorption, in which the amount of analyte
dsorbed from the sample onto the fiber is proportional to the
nitial analyte concentration in the sample matrix, if the agita-
ion and the sampling time are held constants among samples.
herefore, according to Ai, SPME quantitation is feasible at non-
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Fig. 2. Extraction time profiles of target acaricides from honey with the PA fiber
(n = 3). In the figure bromopropylate and coumaphos areas are represented in
the left axis and amitraz and fluvalinate areas are represented in the right axis.
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Fig. 3. Desorption time profiles of target acaricides (n = 3). In the figure bro-
mopropylate and coumaphos areas are represented in the left axis and amitraz
and fluvalinate areas are represented in the right axis. Spiked honey samples
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piked honey samples (50 ng/g for each compound) were extracted with the PA
ber for increasing times at room temperature under magnetic stirring (750 rpm)
nd then the analytes were desorbed into the GC injector port at 250 ◦C for 3 min.

quilibrium conditions. Hence, a time of 40 min was chosen as
compromise, since fluvalinate gives the highest signal at this

xtraction time, amitraz more than 90% of the signal obtained
ith 90 min, coumaphos gives ca. 60% of the maximum signal

nd bromopropylate ca. 50%.

.1.4. Selection of the desorption parameters
The temperature of the GC injector and desorption time were

ested in order to guarantee the complete desorption of the aca-
icides and to avoid carryover processes. Temperatures ranging
etween 220 and 290 ◦C were tested. Higher desorption temper-
tures can be used to enhance the desorption process but they
an also degrade the analytes. As can be seen in Table 2, des-
rption temperatures lower than 250 ◦C were not enough for
he complete desorption of the analytes. The best recoveries
ere obtained for bromopropylate, coumaphos and fluvalinate

t 290 ◦C but in the case of amitraz thermal degradation was
bserved at temperatures higher than 270 ◦C. For this reason, in
he following experiments a desorption temperature of 270 ◦C
as selected as optimum.

Desorption time was investigated in the range of 0–7 min. As

an be seen in Fig. 3, this parameter is limited by the compound
mitraz, since times higher than 3 min leads to its rapid degra-
ation in the GC injector port. Accordingly a desorption time of
min was chosen for further experiences.

o
q
e
s
i

able 2
ffect of the desorption temperature in the acaricide extraction by SPME with a PA fi

caricides 220 ◦C 240 ◦C

romopropylate 1525 ± 6 3915 ± 4
mitraz 289 ± 10 635 ± 11
oumaphos 459 ± 12 2721 ± 3
luvalinate – –

piked honey samples (50 ng/g for each compound) were extracted with the PA fiber
nalytes were desorbed into the GC injector port for 3 min (n = 3).
50 ng/g for each compound) were extracted with the PA fiber for 40 min at
oom temperature under magnetic stirring (750 rpm) and then the analytes were
esorbed into the GC injector port at 270 ◦C for increasing times.

.1.5. Selection of the agitation conditions
Agitation is normally used to achieve faster equilibrium

ecause it enhances the diffusion of analytes toward the fiber.
gitation can be produced by magnetic stirring or by sonication

30]. Comparative studies between magnetic stirring and sonica-
ion were realized over spiked honey samples (50 ng/g for each
ompound). In the case of sonication, low (35 kHz) and high
130 kHz) ultrasonic frequency were tested and also three oper-
tion modes (Sweep, Standard and Degas) were evaluated. In the
tandard mode, the ultrasonic frequency is regulated against the
hemical resonance of the ultrasound transformer which opti-
izes the performance in the distributed maxima. The Sweep

unction causes a continued shifting of the sound pressure max-
ma, which ensures that the sound field distribution is more
omogeneous in the bath than during Standard operation. Dur-
ng the Degas function the set power is interrupted for a short
eriod so that the air bubbles are not retained by the ultrasonic
orces and the liquid is degassing which optimizes the ultrasonic
ffect. It must be remarked that ultrasonic baths with dual fre-
uency of ultrasonication are relatively new at the Analytical
aboratory. As a matter of fact, to the best of our knowledge,
nly Pena-Farfal et al. have reported a study in which the fre-

uency of the ultrasonic bath was found to be critical for the
nhancement of enzymatic extraction of metals from mussel tis-
ue [33]. In addition, the possibilities given by the three modes
n which the ultrasonic bath can be used, Sweep, Standard and

ber (area MS/1000 ± S.D.)

250 ◦C 270 ◦C 290 ◦C

3899 ± 10 4588 ± 11 5547 ± 6
495 ± 4 545 ± 16 218 ± 3

3232 ± 14 4983 ± 12 5719 ± 8
28 ± 3 63 ± 2 75 ± 10

for 40 min at room temperature under magnetic stirring (750 rpm) and then the
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Fig. 4. Effect of ultrasounds on the extraction of acaricides from honey (area
MS ± S.D.). Spiked honey samples (50 ng/g for each compound) were extracted
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Table 3
Optimum conditions for the SPME procedure for the extraction of target acari-
cides from honey samples

SPME fiber Polyacrilate (85 �m)
Extraction temperature Room temperature
Agitation conditions Sonication in a ultrasonic bath (130 kHz

frequency, 100% amplitude, Standard
mode)
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c) free of the considered acaricide traces, as found by previous
analysis, were spiked at levels of 40 ng/g for each compound and
analyzed by duplicate with the PA fiber under the experimental

Table 4
Recoveries, repeatabilities, limits of detection (LODs) and limits of quantitation
(LOQs) of the optimized method

Acaricides Relative recovery ± repeatabilitya

(% ± R.S.D.)
LODb

(ng/g)
LOQb

(ng/g)

Bromopropylate 100 ± 7 2 4
Amitraz 100 ± 11 6 15
ith the PA fiber for 15 or 30 min at room temperature under magnetic stirring
r in a ultrasonic bath and then the analytes were desorbed into the GC injector
ort at 270 ◦C for 3 min.

egas, are fully exploited in this work for first time in analytical
iterature. As can be seen in Fig. 4, the use of low ultrasonic
requency, 35 kHz, provide worst results than the utilization of
he high frequency, 130 kHz, especially in the case of amitraz.
t was stated throughout our experiences that amitraz was the
ost unstable compound in our conditions. Therefore, it can

e easily concluded that the cavitation effects produced by the
ltrasonic bath at 35 kHz were enough to decompose amitraz in
he acidic media. Thus, the recovery obtained for amitraz was
ignificantly different (t-test, P = 0.05, n = 3), when the 130 kHz
s compared with 35 kHz, both in the Standard operation mode
nd with 15 min of ultrasonic application. It must be pointed out
hat the cavitation effects are directly linked to the sonication fre-
uency. The lower the frequency the higher the cavitation effects
or the same amplitude [34]. It must be also stressed that for the
ame extraction time, 15 min, the recoveries obtained at 130 kHz
or bromopropylate, and coumaphos were higher than using the
5 kHz frequency. Moreover, the Sweep mode was the best way
o use the ultrasonic bath for those compounds. However, for flu-
alinate the best mode was the standard one, with which twice
ore was recovered than with the other modes. For this rea-

on, the Standard mode was selected for further experiences,
ince in this mode all the compounds showed good recover-
es. Finally, the sonication time was studied also for 30 min,
howing an increase of 100%, for all compounds except fluvali-
ate, for which the maximum recovery is achieved in 15 min. In
ddition, when extraction with sonication was compared with
xtraction with magnetic stirring, the recoveries obtained for

onication were higher and statistical differences were observed
t-test, P = 0.05, n = 3). For this reason, extraction with sonica-
ion for 30 min was selected as the optimum agitation condition
or further experiments.

C
F

xtraction time 30 min
esorption conditions 3 min (splitless mode), 270 ◦C

.2. Method performance

With the optimum conditions for the SPME procedure shown
n Table 3, quality parameters of the SPME/GC–MS method
uch as precision, limits of detection (LODs) and quantitation
LOQs) were calculated.

The repeatability of the SPME/GC–MSD method was
ssessed by analyzing five spiked honey samples on the same
ay (n = 5). All samples were spiked at a concentration of 50 ng/g
or each acaricide. Results are reported in Table 4. The relative
tandard deviation (R.S.D.%) was about 7% for all compounds
xcept for amitraz (11%). These values allow to confirm the
ood precision of the proposed method.

Limits of detection and quantitation were evaluated on the
asis of the signal obtained with the analysis of unfortified
oney samples (n = 7), following the recommendations of the
CS [35]. As tested experimentally detection and quantitation

imits were lower than 6 and 15 ng/g, respectively, except for flu-
alinate (Table 4). LOQs obtained for amitraz and coumaphos
re 10 times lower than the MRLs established by the EU Coun-
il Regulation 2377/90/EEC and their subsequent modifications.
urthermore, LOQ for bromopropylate are 200 times lower than
RLs established by the Germany and Switzerland legislation

nd 2 times lower than those fixed by the Italy legislation. Also,
t must be taken into account that LOQ obtained for fluvalinate
ith the polyacrilate fiber (39 ng/g) is lower than the MRLs of

he EU regulation, in spite of the fact that PA fiber is not the best
ption for fluvalinate extraction from honey as was explained
bove.

Matrix effect was also studied. For this, three honey samples
honey a, used during method performance; honey b and honey
oumaphos 100 ± 7 3 7
luvalinate 100 ± 8 18 39

a (n = 5) mean of determinations.
b (n = 7).
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Fig. 5. Measured concentrations and standard deviations of target acaricides
in spiked honey samples (40 ng/g of each acaricide). Samples were extracted
by duplicate with the PA fiber for 30 min at room temperature in an ultrasonic
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ath (130 kHz, standard mode) and then the analytes were desorbed into the GC
njector port at 270 ◦C for 3 min.

onditions summarized in Table 3. As can be seen in Fig. 5, sig-
ificant differences were found between concentrations obtained
n honey b and honey c samples respect to concentrations deter-

ined in honey a for amitraz and fluvalinate. These differences
an be attributed to matrix effects and were also detected by
ther authors as was reviewed recently [1]. The honey matrix
an affect the extraction efficiency for pesticides but can also
ffect the detector by increasing or decreasing its response [1].
romopropylate and coumaphos were less affected by matrix
ffects. As a conclusion, the standard addition method was used
n the quantitation process in order to solve this problem. That
s, the calibration curve was done using the honey previously
ortified with the target acaricides. Hence, the real sample and
tandard-spiked real samples are processed in the same way and,
n this case, the influence of the honey matrix is the same in
amples and standards. Therefore, the relative recovery is about
00% (Table 4).

When the values obtained for the quality parameters were
ompared with the data reported in previously published papers

t was observed that the detection and quantification limits
btained were comparable to those obtained for Volante et al.
16] using the fiber PDMS-100. In addition, were also similar
o those obtained by the conventional SE and SPE procedures

a
[

s

able 5
nalysis of acaricides in 11 Portuguese commercial honey samples with the propose

Honey sample Bromopropylate

lentejo A –
B <LOQ
C –

erra do Malcata D <LOQ
E –

ietetic products F –
G –
H –
I <LOQ

mported samples J –
K –

–) Not detected.
71 (2007) 1906–1914

2,10,12]. The most important disadvantage and limitation of the
PME method proposed by Volante et al. for the same analytes
ere the low recoveries and the high R.S.D.% (<56%) values
btained for some compounds [16]. On the contrary, the method
escribed in this work overcomes this problem because of its
ood precision (<11%) and relative recovery (ca. 100%). The
etter precision may be related with the use of sonication during
he extraction procedure, since the homogenization of the honey
ample solution is better than using stirring conditions.

.3. Analysis of Portuguese commercial honey samples

Finally, in order to test the applicability of the proposed
ethod, a total of 11 Portuguese commercial honey samples
ere analyzed. Three honey samples (A–C) were produced in
lentejo (Portugal), two honey samples (D and E) were pro-
uced in Serra do Malcata (Portugal), four honey samples (F–I)
ere dietetic products and two honey samples (J and K) were

mported honey samples.
When the developed method was applied to the commer-

ial honey samples, in some cases, one peak was observed in
he chromatograms at the same retention time of coumaphos.
he presence of this peak can induce a false positive for
oumaphos or an error in its quantification by overestimation. It
as observed that the main m/z fragment for this peak was 226.
ue to, since this moment, the fragment 226 was removed from

he quantification fragments list used for coumaphos determina-
ion.

Due to the existence of matrix effects the standard addi-
ion method was used in the quantitation process in order to
void this problem. Standard addition method was applied as
ollows: honey samples were directly analyzed twice and sub-
equently two standard additions of the target acaricides were
erformed into the honey samples at levels of 10 and 20 ng/ml
or further analysis. The four-point calibration equation was cal-
ulated in order to estimate the acaricide concentration in honey

s well as the corresponding error according to Miller and Miller
36].

The results obtained for the Portuguese commercial honey
amples analyzed are summarized in Table 5. Residues of

d method

Amitraz Coumaphos Fluvalinate

– –
– – –
– <LOQ –

– – –
– – –

– – –
– – –
– – –
– – –

– 15 ng/g –
– – –
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Fig. 6. SPME/GC–MS chromatograms registered in SIM mode for the direct analysis of the Portuguese commercial honey samples J (up) and for the Portuguese
c ted co
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ommercial honey sample J spiked at 20 ng/g (down) at the optimized and valida
3) coumaphos and (4) fluvalinate.

oumaphos at levels lower than 15 ng/g were detected in 2 of the
1 honey samples which represent values more than 10 times
ower than the MRL fixed by the European Council Regulation
or this compound. In addition, bromopropylate residues were
lso detected in three honey samples at levels lower than the
uantification limit (4 ng/g). It must be remarked that amitraz
nd fluvalinate residues were not present in none of the samples
nalyzed. The chromatograms obtained from the direct analysis
nd the standard addition of 20 ng/g for the Portuguese commer-
ial honey sample J are shown in Fig. 6. These values permit to
onfirm the good quality of the Portuguese honeys in terms of
caricides presence and their compliance with the MRLs fixed

y the legislation. Bromopropylate and coumaphos residues at
evels of 5–60 and 110–260 ng/g, respectively, were also found
y other authors in honey samples analyzed in Spain and France
n 1997 and 2002 [2,18].

d
t
d
t

nditions. Peaks: (*) internal standard, lindane, (1) bromopropylate, (2) amitraz,

. Conclusions

The developed method based on the solid phase micro-
xtraction of pesticides from honey followed by gas chromato-
raphic determination is suitable for the determination and
uantification of acaricide residues of amitraz, bromopropylate,
oumaphos and fluvalinate in honey samples. The PA fiber was
ound to be the most appropriate to extract all analytes quan-
itatively. The use of sonication during the SPME extraction
ncreases the recoveries of acaricides from honey when com-
ared with extraction with magnetic stirring. In addition, the
xtraction time was reduced ca. 25%. Non-equilibrium con-

itions were adopted in order to reduce the total extraction
ime. Matrix effects can be avoided with the use of the stan-
ard addition method for quantification. This method permits
he simultaneous detection of some of the most common aca-
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icides used to combat the parasitic mites V. jacobsoni and
. apis with high sensitivity, good precision and accuracy.
his point represents an important advance over the SPME
ethod previously published for acaricides extraction from

oney samples, because the developed method is suitable for
creening purposes but also can be used as a quantification
ethod.
No important residues of acaricides were found when 11

ortuguese commercial honey samples were analyzed. In some
oney samples, an interfering compound with mass 226 was
bserved at the same retention time of coumaphos. In order to
void false positives for coumaphos the mass 226 was removed
rom the list of quantification fragments for coumaphos in the
nstrumental method.
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bstract

A method for the direct determination of volatile and non-volatile nickel and vanadium compounds in crude oil without previous treatment
sing direct solid sampling graphite furnace atomic absorption spectrometry is proposed. The crude oil samples were weighed directly onto solid
ampling platforms using a microbalance and introduced into a transversely heated solid sampling graphite tube. In previous work of our group
osses of volatile nickel and vanadium compounds have been detected, whereas other nickel and vanadium compounds were thermally stable up to
300 and 1600 ◦C, respectively. In order to avoid this problem different chemical modifiers (conventional and permanent) have been investigated.
ith 400 �g of iridium as permanent modifier, the signal started to drop already after two atomization cycles, possibly because of an interaction

f nickel (which is a catalyst poison) with iridium. Twenty micrograms of palladium applied in each determination was found to be optimum for
oth elements. The palladium was deposited on the platform and submitted to a drying step at 150 ◦C for 75 s. After that the sample was added onto
he platform and submitted to the furnace program. The influence of sample mass on the linearity of the response and on potential measurement
rrors was also investigated using four samples with different nickel content. For the sample with the lowest nickel concentration the relationship
etween mass and integrated absorbance was found to be non-linear when a high sample mass was introduced. It was suspected that the modifier
ad not covered the entire platform surface, which resulted in analyte losses. This problem could be avoided by using 40 �L of 0.5 g L−1 Pd
ith 0.05% Triton X-100. Calibration curves were established with and without modifier, with aqueous standards, oil-in-water emulsions and the

ertified reference material NIST SRM 1634c (trace metals in residual fuel oil). The sensitivity for aqueous standards and emulsions was close to
hat for SRM 1634c, making possible the use of aqueous standards for calibration. The limits of detection and quantification obtained for nickel
nd vanadium under this condition were found to be 0.02 and 0.06 �g g−1, respectively, for both elements, based on 10 mg of sample. Nickel and

anadium were determined in the samples with (total Ni and V) and without the use of Pd (thermally stable compounds), and the concentration of
olatile compounds was calculated by difference. The results were compared with those obtained by high-resolution continuum source graphite
urnace atomic absorption spectrometry by emulsion technique; no significant differences were found for total Ni and V at the 95% confidence
evel according to a Student’s t-test.

2006 Elsevier B.V. All rights reserved.
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eywords: Nickel and vanadium in crude oil; Solid sampling; Graphite furnace

. Introduction

Crude oil represents a complex mixture of organic com-

ounds. It also contains a wide variety of trace elements at
oncentrations varying from mg kg−1 to low �g kg−1 levels.
hey may be present in very different chemical forms, such

∗ Corresponding author. Tel.: +55 51 3316 6278; fax: +55 51 3316 7304.
E-mail address: mmsilva@iq.ufrgs.br (M.M. Silva).
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ic absorption spectrometry; Volatile porphyrin complexes; Chemical modifiers

s organic complexes, salts of organic acids or as inorganic
ompounds. The determination of trace elements in crude oil
s difficult due the complex nature of the sample and the sev-
ral different forms in which the metals can be found. Infor-
ation on trace metal concentrations in crude oil is getting

ncreasingly important for the geochemical characterization of

ource rocks and basins and also to allow corrective actions
uring petroleum production and refining, e.g. prevention of
cale formation and catalyst poisoning, corrosion and pollution
ontrol [1].
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In the petroleum industry there is increasing interest not only
n total trace element content but also in speciation analysis. The
tability of many species during extraction or storage has been
tudied [2]. Nickel and vanadium are among the most important
race elements in crude oil [3–6], but it should be stressed that the
eparate determination of the volatile fraction of both elements
n addition to the total content is very important, as it is certainly
his volatile fraction that is preferentially transported through
rude oil refining processes, acting as a catalyst poison, and
ppearing again in intermediate products, such as naphtha or
etroleum condensate. The use of chromatographic techniques
oupled with spectrometric detection for speciation analysis of
race metals in petroleum products has been reported [7].

In recent reviews about trace metal determination in crude
il [8] and in petroleum products [7], it is pointed out that the
ain techniques utilized lately for this analysis are graphite fur-

ace atomic absorption spectrometry (GF AAS), flame atomic
bsorption spectrometry (F AAS), inductively coupled plasma
ptical emission spectrometry (ICP OES) and inductively cou-
led plasma mass spectrometry (ICP-MS). The advantage of the
pectrometric techniques is that only a minimum pretreatment
f the samples is required, avoiding ashing or digestion proce-
ures as those are time consuming and might be affected by
nalyte losses. The techniques based on nebulization for sample
ntroduction generally require significant dilution in an appropri-
te organic solvent previous to aspiration of the highly viscous
amples. Problems related to the overloading of the plasma
ith solvent vapors making it unstable by changing its phys-

cal characteristics and energy, and, consequently, affecting the
verall performance of the technique have been reported [9].
n ICP-MS, the presence of solvent vapor in the plasma causes
arbon deposition on the cooler surfaces of the sampler and
kimmer cones and on the ion lens, affecting the transport effi-
iency of ions. In addition, polyatomic interferences caused by
arbon–argon species seriously limit the quantification of some
lements. In order to minimize these problems, special intro-
uction tools have been applied, such as ultrasonic nebulization
1], flow injection analysis [10], gas chromatography [11] and
lectrothermal vaporization [12–14]. For F AAS, although the
ames used are quite tolerant to most organic solvents, the main
roblem remains the low and different sensitivity observed for
he various organic compounds [15–17]. Graphite furnace AAS
ppears to be an alternative since the introduction is not really
ffected by the differing physical characteristics of the sample,
he heating program allows the elimination of the majority of
he matrix, but problems with low stability of the analyte in
tandards and diluted samples have been reported [3,4,18,19].

The formation and analysis of emulsions or microemulsions
nstead of a dilution of the crude oil sample with an organic
olvent has been proposed for GF AAS [4,5,20,21], ICP-MS
22–24] and for ICP OES [18,25]. This technique allows the use
f aqueous standards for calibration instead of expensive and
nstable organometallic standards. Better stability for a num-

er of elements in standards and emulsified samples has been
eported in all papers.

Our group has carefully investigated the determination of
ickel in crude oil using the emulsion technique. Using high

fi
f

v

1 (2007) 1877–1885

esolution continuum source (HR-CS) GF AAS it was found
hat up to 50% of the nickel might be lost during the pyrolysis
tage already at temperatures above 400 ◦C, whereas the rest of
he nickel was thermally stable up to about 1400 ◦C [4]. Based
n literature data [26] it has been assumed that it was the non-
olar porphyrin complexes that were lost, whereas the highly
olar non-porphyrins were retained in the graphite tube to high
emperatures. The same behavior was also found for vanadium
6]. The unsurpassed background correction capability of HR-
S GF AAS allows pyrolysis temperatures as low as 300 ◦C to
e used even with such a complex matrix as crude oil. Hence,
otal nickel and vanadium have been determined using a pyrol-
sis temperature of 400 ◦C, and “thermally stable” compounds
sing a pyrolysis temperature of 800–1000 ◦C. The volatile frac-
ion, which is largely nickel and vanadyl porphyrin complexes,
as calculated by difference. For the application of this method

n conventional GF AAS, the use of palladium as a modifier has
een proposed to stabilize the volatile compounds. A mass of
0 �g of palladium, introduced into the graphite tube and ther-
ally pretreated prior to the injection of the emulsion, was found

o efficiently prevent any low-temperature losses of nickel and
anadium from crude oil samples up to pyrolysis temperatures
f 1200 and 1450 ◦C, respectively [5]. In this approach the total
ickel and vanadium was determined using palladium and the
thermally stable” compounds were determined without a mod-
fier at the same pyrolysis temperature. The advantage of this
rocedure was that kind of fractionation was obtained with a
elatively simple sample preparation and without any chromato-
raphic pre-separation. It should be stressed that if the presence
f volatile compounds is not taken into consideration, even using
elatively low pyrolysis temperatures, GF AAS might actually
e a source of severe systematic errors.

One aspect that should receive major attention when perform-
ng speciation analysis is to retain all species of interest in their
riginal form during sample preparation. The condition of a min-
mal pretreatment procedure must be applied to attain accurate
esults [27]. Obviously, no sample preparation at all would be
ind of an ideal situation. In the case of crude oil “light” oils are
ighly viscous, and very difficult to pipette, whereas “heavy”
ils are essentially solid. This means that conventional liquid
ampling techniques cannot be used for the direct analysis of
rude oils.

The use of direct solid sampling (SS) GF AAS has been
ncreasing in the last years manly because rugged and reliable
ccessories for direct SS-GF AAS became available in the late
990s [28]. The main advantages of the technique are extremely
ow detection limits because of the absence of any dilution and
minimal risk of contamination. Among the limitations men-

ioned in connection with SS-GF AAS are the difficulties of
alibration and of using chemical modifiers. Nevertheless, in a
ecent review about this subject [28] it has been shown that cali-
ration against aqueous standards has been used by many authors
or very different kind of samples and the use of chemical modi-

ers, including permanent modifiers, has also been shown to be
easible by several authors [29–33].

The goal of this work was the differential determination of
olatile and non-volatile compounds of nickel and vanadium
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Table 1
Graphite furnace temperature program for the determination of nickel and vanadium in crude oil

Program step Temperature (◦C) Ramp (◦C s−1) Hold time (s) Gas flow rate
(L min−1)

Drying 1 150 10 50 2.0
Drying 2 300 5 30 2.0
Pyrolysis 1400a,b 100 20a, 40b 2.0
Atomization 2400a, 2600b 1500 5a, 9b 0
Cleaning 2600 100 4 2.0
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a Nickel.
b Vanadium.

sing direct analysis of crude oil by SS-GF AAS. The expected
dvantage of this procedure would be that kind of a fractiona-
ion analysis could be obtained without any sample preparation
nd without any chromatographic or other pre-separation. This
ay there would be no change in the sample and no risk of

osses during digestion or a pre-separation step; there would
lso be no adsorption in the flasks after dilution with solvents,
ence minimizing all these sources of error. The main difficulties
ssociated with this procedure, such as weighing errors, cali-
ration and the use of chemical modifiers were investigated in
etail.

. Experimental

.1. Instrumentation and operation

All measurements were carried out using a Model AAS5
tomic absorption spectrometer (Analytik Jena AG, Jena, Ger-
any) with deuterium background correction, equipped with
transversely heated graphite tube atomizer. NARVA hollow

athode lamps for nickel and vanadium (GLE, Berlin, Germany)
ere used as the radiation source with a current of 6.0 mA. Due

o high sensitivity of SS-GF AAS and the relatively high concen-
ration of Ni in crude oil, the analytical line at 234.6 nm, which
s about four times less sensitive compared to the primary line,
as used in all the measurements, with a spectral bandwidth of
.5 nm. For vanadium the main analytical line at 318.4 nm and a
pectral bandwidth of 0.8 nm were used. The spectrometer was
nterfaced to an IBM PC/AT-compatible computer. All experi-

ents were carried out using solid sampling platforms (Analytik
ena Part No. 407-152.023) and solid sampling tubes without
osing holes (Analytik Jena Part No. 07-8130325). An SSA 5
anual solid sampling accessory (Analytik Jena AG) was used

or introduction of the platform into the graphite tube. Emul-
ions, aqueous standards and modifier solution were injected
anually on the SS platform using a micropipette. The crude

il samples were weighed on an M2P microbalance (Sarto-
ius, Göttingen, Germany). The accurate sample mass, typically
round 1 mg, was automatically transmitted to the instrument’s
omputer to calculate the ‘normalized integrated absorbance’
integrated absorbance calculated for 1 mg of sample) after each

easurement. This normalized integrated absorbance is com-
only used in SS-GF AAS to compare signals, as it is practically

mpossible to introduce always exactly the same sample mass
n a series of measurements. Argon with a purity of 99.996%

h
d
(
t

White Martins, São Paulo, Brazil) was used as the purge gas.
ntegrated absorbance (peak area) was used exclusively for sig-
al evaluation and quantification. The optimized graphite fur-
ace temperature program is given in Table 1. In case when
chemical modifier was used, the modifier solution containing
0 �g of palladium with or without Triton X-100 was introduced
rst into the graphite platform, and the first two steps of the tem-
erature program were executed in order to dry and condition
he modifier. Then the program was stopped, and the furnace
llowed cool before the sample was introduced, and the entire
emperature program executed.

For the measurements with the permanent modifier, the SS
raphite platforms were treated by pipetting 10 times 40 �L
f a 1000 mg L−1 Ir standard solution and submitting the plat-
orm after each injection to the following heating program:
30 ◦C/40 s, 160 ◦C/50 s, 1000 ◦C/25 s and 1400 ◦C/5 s. After
he last treatment, when a total of 400 �g of Ir had been applied,
he platform was heated to 2000 ◦C for 5 s.

The standard calibration technique using aqueous standards
as used for most of the determinations. Calibration using oil-in-
ater emulsions and by weighing different masses of a suitable

eference material was also investigated for comparison under
he same experimental conditions. The reference material and
he crude oil samples were analyzed weighing at least six repli-
ates each.

A Unique-Thorton Model USC-2850 ultrasonic bath (Thor-
on, São Paulo, Brazil) operated at a frequency of 37 ± 3 kHz,
ith temperature control up to 80 ± 5 ◦C, was used for prepara-

ion of the emulsions.

.2. Reagents

Analytical grade reagents were used throughout. Distilled,
eionized water (DDW) with a specific resistivity of 18 M� cm,
rom a Milli-Q water purification system (Millipore, Bedford,

A, USA), was used for the preparation of the standards. All
ontainers and glassware were soaked in 3 mol L−1 nitric acid
or at least 24 h and rinsed three times with DDW before use.
he nitric acid (Merck, Germany) used in this work for stan-
ards preparation was further purified by sub-boiling distillation
n a quartz sub-boiling still (Kürner Analysentechnik, Rosen-

eim, Germany). Aqueous stock solutions of nickel and vana-
ium (1000 mg L−1) were prepared from Titrisol concentrates
Merck). The working standards were prepared by serial dilu-
ion of the stock solutions with the addition of 0.014 mol L−1
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itric acid. The emulsion standards were prepared by serial
ilution of the aqueous stock solutions with the addition of
ase mineral oil (BMOMS, High Purity Standards, Charleston,
C, USA), Xylene (Merck) and Triton X-100 (Union Carbide).
he composition of the oil-in-water emulsion and the mode of

ts preparation were optimized using a multivariate approach,
escribed in previous work [5].

The following solutions were used as chemical modifiers:
palladium stock solution with 1000 mg L−1 Pd in 5 mol L−1

itric acid and 1000 mg L−1 of Ir (as the chloride) stock solution
both from Merck).

.3. Reference materials and samples

The NIST Certified Reference Material SRM 1634c, Trace
lements in Fuel Oil (National Institute for Standards and Tech-
ology, Gaithersburg, MD, USA) was used for method valida-
ion. The samples analyzed in this work were acquired from
ocal refineries of Petrobras, most of them are from the state of
ahia, Brazil.

. Results and discussion

.1. Temperature program and modifiers

Losses of volatile nickel and vanadium compounds in crude
il at pyrolysis temperatures above 400 ◦C have been detected
n previous work of our group [4,6]. Palladium, deposited on
he platform and dried prior to the introduction of the emul-
ified oil sample, was found to efficiently prevent any low-
emperature losses of nickel and vanadium [7]. Carrying out
he same analysis without and with the addition of palladium
ven made possible a differential determination of the volatile
nd non-volatile analyte compounds from crude oil samples [7].
bviously, the injection of a modifier solution and its thermal
retreatment in the graphite tube prior to each sample introduc-
ion is a significant complication of the analytical procedure, and
he use of a permanent modifier would offer clear advantages.
or this reason, iridium and ruthenium, the platinum group met-
ls with the highest melting points (besides osmium, which was
ot considered because of the extreme volatility and toxicity
f its tetroxide), were investigated in this work as permanent
odifiers in addition to palladium, added in the conventional
ay.
The attempt of using ruthenium (400 �g) as permanent mod-

fier was not successful at all. The signal for nickel in aqueous
tandards and an oil sample (OB3) was reduced to about 25%,
ompared to the palladium modifier, and the absorption pulse
howed a very irregular profile, even when higher atomiza-
ion temperatures were used. This modifier was therefore not
urther investigated. The use of iridium (400 �g) as perma-
ent modifier appeared to be more successful, as at least for
queous nickel standards the same sensitivity was obtained as

ith the palladium modifier (and without modifier). However,
hen an oil sample (OB3) was used, a rapid drop in sensitiv-

ty by about 40% was observed over the first three atomization
ycles, as shown in Fig. 1, after which the sensitivity remained

i
w
t
o

ig. 1. Integrated absorbance signals obtained for nickel in OB3 crude oil over
4 consecutive atomization cycles using a platform tube treated with 400 �g Ir.

p = 1400 ◦C and Ta = 2400 ◦C.

table at this low level, a phenomenon that will be discussed
ater.

Before the pyrolysis stage of the heating program could be
nvestigated, it was found necessary to optimize the “drying
tage”. While this stage is straight-forward when aqueous solu-
ions are used, and it might even be omitted in the analysis of
olid samples, it requires special attention in the case of oil sam-
les. In order to achieve a smooth and complete removal of all the
olatile components from up to 10 mg of crude oil, it was found
ecessary to apply two “drying” steps with relatively high tem-
erature (150 and 300 ◦C), slow ramp rates and long hold times,
s shown in Table 1.

Pyrolysis curves were established for aqueous and emulsi-
ed nickel standards and for a crude oil sample: without the
se of a modifier, with the addition of 20 �L of a 0.1% (m/v)
alladium solution (20 �g Pd) and with iridium (400 �g Ir) as a
ermanent modifier. The pyrolysis curves for 2 ng of nickel in
queous and emulsified standards are shown in Fig. 2a, and those
or a crude oil sample under the various conditions are shown
n Fig. 2b. The integrated absorbance signals obtained for the
rude oil were ‘normalized’ for 1 mg of sample. Not all of the
yrolysis curves are shown in Fig. 2a, but essentially the same
ensitivity was obtained for aqueous and emulsified standards,
ithout modifier and in the presence of the palladium or iridium
odifier. The same maximum pyrolysis temperature (1400 ◦C)
as found for the aqueous and the emulsified nickel standard
ithout modifier and with the palladium modifier, whereas a

lightly higher pyrolysis temperature (1600 ◦C) could be used
n the presence of iridium.

However, a significantly different behavior was observed for
he crude oil sample, as shown in Fig. 2b. In agreement with
ur previous work [5] there is a very significant difference in
ensitivity for nickel in the presence and in the absence of
alladium, which shows that this modifier is very efficient in
reventing losses of volatile compounds, most likely nickel por-
hyrin complexes [26], while the lower signal without modifier

s due to the thermally stable nickel compounds only. The curve
ith 400 �g of iridium as permanent modifier (obtained after

he experiments for Fig. 1) was essentially identical with that
btained without a modifier, except that a higher pyrolysis tem-
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volatilization losses. On the other hand the nickel content that
limited the mass of sample that could be weighed to give a signal
within the linear range, although a less sensitive line was used,

Table 2
Relative standard deviation for crude oil samples (with 20 �g Pd as modifier)

Sample Concentration
(�g g−1)

Mass range (mg) R.S.D. (%)
(n = 6)

OB7 2.81a 2.043–3.332 3.3
ig. 2. Pyrolysis curves for nickel without modifier and using different mod-
fiers and modes of preparation: (a) 2 ng of standard and (b) crude oil (OB3).

a = 2400 ◦C.

erature (1600 ◦C) could be used, as was the case for aqueous
tandards. This finding, together with the observations made in
ig. 1, strongly suggests that iridium looses its stabilizing power
or the volatile nickel compounds within a few determinations.
he reason for that could be an interaction of nickel, which is
well known catalyst poison, with iridium, blocking the active

ites that are responsible for preventing losses of volatile nickel
orphyrin complexes.

Based on the above experience the idea of using a perma-
ent modifier for this kind of application was abandoned, and
he use of 20 �g of palladium, applied prior to each determina-
ion, was considered the best choice, as it efficiently prevents
ow-temperature losses of nickel from crude oil samples up to
yrolysis temperatures of 1400 ◦C. Hence, only this modifier
as investigated for the determination of vanadium in crude oil.
he pyrolysis curves shown in Fig. 3 for the crude oil sample
B3 with and without 20 �g of palladium showed the same
ehavior as for nickel, proving the efficiency of this modifier
lso to prevent low-temperature losses of vanadium from crude
il samples. The best pyrolysis temperature for vanadium in all

ituations (aqueous standard, stable and total vanadium in crude
il) was 1400 ◦C. A pyrolysis temperature of 1400 ◦C was there-
ore chosen for the determination of nickel and vanadium in all
urther experiments.

O
O
S

ig. 3. Pyrolysis curves for vanadium. The data for OB3 crude oil curves are in
normalized integrated absorbance’ (integrated absorbance calculated for 1 mg
f sample). Ta = 2600 ◦C.

.2. Influence of sample mass

In solid sampling analysis a small amount of sample, typically
n the range of 0.1–10 mg, is used and has to be weighed with
igh precision. In order to evaluate the weighing errors, ‘light’
rude oils, which are liquid and of relatively low viscosity and
heavy’ crude oils, which are highly viscous or almost solid,
ere investigated. In the case of ‘light’ crude oils that contain
volatile fraction (light hydrocarbons), a small drop in weight
ith time was observed due to volatilization. However, keeping

he temperature in the laboratory around 20–25 ◦C, this effect
ould be minimized. The strategy we used to weigh such samples
as to record the first weight, not considering the weight loss
ith time. Table 2 shows the standard deviation of the measure-
ents for four samples with different characteristics and nickel

ontends. The samples OB7 and OB8 are almost solid, whereas
B12 is more liquid (with a volatile fraction). The NIST SRM
634c, a fuel oil, was also investigated in this experiment. As can
e seen, the precision was good and similar to values reported
or solid sample analysis [34,35], showing that precision was not
ffected by the strategy used for weighing the sample. Actually,
n contrast to our expectation, precision for OB12 was the best
ne of all, although this sample was most affected by evapora-
ion of volatile hydrocarbons. It appears that the lower viscosity
f this sample, which facilitates its transfer to the platform, is
f greater importance than a potential weighing error due to
B12 10.4a 0.526–0.647 2.5
B8 59.1a 0.043–0.054 10
RM 1634c 17.5 0.525–0.656 8.6

a From ref. [5].
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ppears to have a greater influence on the precision, similar to
he experience with direct solid sampling analysis.

The homogeneity of the samples was also investigated. For
his purpose the samples were warmed to 40 ◦C on a water bath
nd then mixed vigorously with a glass rod before sampling.
he standard deviation for 10 measurements for these 4 samples
efore and after this procedure was not significantly different
howing that the analyte content in these samples is homoge-
eous.

The influence of sample mass on the linearity of the response
nd on potential measurement errors was also investigated using
our samples with significantly different nickel concentration.
or the sample with the lowest nickel concentration (OB7), for
hich a sample mass between 0.5 and 4.0 mg was used for anal-
sis, the relationship between mass and integrated absorbance
as found to be non-linear. Even for samples with higher nickel

oncentration (OB12 and SRM 1634c), with analyzed masses
etween 0.1 and 0.7 mg, the same behavior was observed. Only
or the sample with the highest concentration (OB8), for which
nly less than 0.1 mg could be introduced, the relationship
etween mass and integrated absorbance was found to be lin-
ar. An attempt of increasing the amount of palladium did not
esult in a linear relationship for the affected samples. Hence, it
as suspected that the problem was associated with the surface

overage of the modifier, which has not been added together
ith the sample, but before. Most likely, 20 �L of an aqueous

olution will not cover the entire platform surface, and the Pd
odifier, after the drying stage, will only be found in the central

art. Crude oil, however, might be expected to spread over the
ntire platform surface upon heating, which means that part of
he sample, depending on the sample mass introduced, will not
e in contact with the modifier, resulting in losses of volatile
ompounds. To clarify and eventually solve this problem, a
reater volume (40 �L) of a lower concentration of palladium
0.5 g L−1) was injected, and 0.05% Triton X-100 was added in
rder to assist spreading of the solution over the entire platform
urface. After this modification the relationship between mass
nd integrated absorbance was found to be linear for all sam-
les investigated, even with high sample mass. The curves using
0 �L of 1.0 g L−1 Pd and 40 �L of 0.5 g L−1 Pd with 0.05% Tri-
on X-100, respectively, for two different samples are shown in
ig. 4. The loss of sensitivity of about 35 and 25% observed for

he highest sample mass for OB12 and SRM 1634c, respectively,
sing the more concentrated modifier solution, was completely
liminated using the greater volume of the more diluted modifier
ith the addition of Triton X-100.

.3. Figures of merit

Using the previously optimized conditions, calibration curves
ere established using: (i) aqueous standards, (ii) aqueous stan-
ards emulsified with xylene and Triton X-100 as it was suc-
essfully used in the determination of nickel and vanadium in

rude oil emulsified in the same way [7] and (iii) using the
ertified reference material NIST SRM 1634c. However, cali-
ration using one or more CRM, besides being expensive and
ot recommended for routine analysis, was found to contribute

p
t
m
t

ig. 4. Influence of sample mass on the linearity of the response using two
ifferent ways of applying the modifier. (a) SRM 1634c and (b) crude oil sample
B7; (�) 20 �L of 1.0 g L−1 Pd and (©) 40 �L of 0.5 g L−1 Pd with 0.05%
riton X-100.

ignificantly to imprecision, as the uncertainty of the certified
alue is fully introduced into the calibration [35,36]. The calibra-
ion curves were established with and without modifier. As can
e seen in Table 3 the sensitivity was similar for all nickel curves,
lthough a slightly lower characteristic mass was obtained for
he emulsions. The SRM 1634c without modifier resulted in
he highest characteristic mass, which is most likely due to the
act that the volatile nickel compounds present in this material
ere lost during the heating program. The most important result

n our opinion was the similarity in the characteristic mass val-
es obtained for aqueous solutions and the SRM, which strongly
uggested the simplest solution, i.e., the use of aqueous standards
or calibration. Another feature is that the calibration curve could
e established without a modifier, and the same curve could be
sed for the determination of thermally stable Ni (analyzing
he samples without modifier) and total nickel (analyzing the
amples with modifier), and the volatile Ni being calculated by
ifference. Fig. 5 shows in addition the absorbance signals for
ickel and vanadium in aqueous standards and in crude oil with
nd without palladium + Triton X-100 as the modifier. The peak

rofiles are very similar in the different situations, supporting
he possibility that aqueous standards can be used for the deter-

ination of nickel and vanadium in crude oil with the proposed
echnique.
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Table 3
Analytical figures of merit for the determination of nickel and vanadium in crude oil using emulsions, aqueous standard and certified reference material for calibration,
without and with the addition of palladium as chemical modifier

Analyte Method Linear regression equation r m0 (pg)

Ni SRM 1634C A = 0.01892 + 0.08109m 0.9992 44
SRM 1634Ca A = 0.06913 + 0.09800m 0.9925 38
Emulsion A = 0.07437 + 0.09788m 0.9927 27
Emulsiona A = 0.06848 + 0.09941m 0.9904 28
Aqueous standard A = 0.02313 + 0.09294m 0.9964 40
Aqueous standarda A = 0.02235 + 0.09297m 0.9968 34

V Emulsion A = 0.0205 + 0.1768m 0.9922 20
Aqueous standard A = 0.01018 + 0.1858m 0.9966 21

a 20 �g Pd + Triton X-100.

Table 4
Analytical results obtained for nickel in a certified reference material and in various crude oil samples with (total Ni) and without (stable Ni) the addition of 20 �g
Pd as modifier. The volatile analyte fraction was determined by difference

Sample Total Ni (mg kg−1) Stable Ni (mg kg−1) Volatile Ni (mg kg−1)

HR CS AASa GF AASa SS-GF AAS GF AASa SS-GF AAS GF AASa SS-GF AAS

SRM 1634cb 17.4 ± 0.3 17.7 ± 0.5 17.1 ± 1.2 17.1 ± 1.1 16.9 ± 1.3 0.6 ± 1.2 0.2 ± 1.8
OB2 21.8 ± 0.5 24.5 ± 0.2 23.7 ± 1.1 18.9 ± 0.2 18.9 ± 2.8 5.6 ± 0.3 4.8 ± 3.0
OB3 5.3 ± 0.4 4.9 ± 0.1 4.3 ± 0.5 3.5 ± 0.1 2.5 ± 0.2 1.4 ± 0.1 1.8 ± 0.5
OB4 1.3 ± 0.1 1.1 ± 0.1 1.2 ± 0.1 0.7 ± 0.1 0.6 ± 0.03 0.4 ± 0.1 0.6 ± 0.1
OB6 34.0 ± 2.1 36.7 ± 1.1 31.2 ± 2.4 24.2 ± 0.7 28.3 ± 1.1 12.5 ± 1.3 2.9 ± 2.6
OB7 2.9 ± 0.5 2.8 ± 0.1 2.8 ± 0.3 2.4 ± 0.1 2.5 ± 0.6 0.4 ± 0.1 0.3 ± 0.7
OB8 59.1 ± 1.9 80.2 ± 7.8 61.4 ± 2.2 76.6 ± 9.2 – 3 ± 12
OB12 10.4 ± 0.2 10.6 ± 0.7 5.4 ± 0.1 5.4 ± 0.5 5.0 ± 0.2 5.2 ± 0.9
OB13 14.8 ± 0.6 16.2 ± 2.4 8.5 ± 0.4 10.5 ± 0.5 6.3 ± 0.7 5.7 ± 2.5
O

(
a
o
f
a

o
a
b

T
A
P

S

S
O
O
O
O
O
O
O
O
O

B15 16.6 ± 0.7 16.8 ± 1.2

a From ref. [5].
b SRM 1634c certified value 17.5 ± 0.21 mg kg−1.

The limits of detection (LOD) and limits of quantification
LOQ), based on the ‘zero mass response’ [34], i.e., 3 times
nd 10 times the standard deviation, respectively, of 10 readings

btained from the “atomization” of an empty platform, were
ound to be 0.017 and 0.056 mg kg−1, respectively, for nickel
nd 0.018 and 0.062 mg kg−1, respectively, for vanadium, based

v
w
t

able 5
nalytical results obtained for vanadium in a certified reference material and in vario
d as modifier. The volatile analyte fraction was determined by difference

ample Total V (mg kg−1) Stable V (mg kg−

HR CS AASa GF AASb SS-GF AAS HR CS AASa

RM 1634cc 29.3 ± 1.0 27.2 ± 1.2 27.2 ± 2.4 25.6 ± 1.3
B2 30.2 ± 0.4 28.7 ± 0.9 24.5 ± 1.5 18.5 ± 0.7
B3 3.18 ± 0.07 3.2 ± 0.1 3.8 ± 0.3 2.28 ± 0.2
B4 0.29 ± 0.04 0.24 ± 0.03 0.21 ± 0.01 0.16 ± 0.05
B6 8.51 ± 0.2 8.4 ± 0.1 8.9 ± 0.5 6.91 ± 0.4
B7 <0.04 <0.06 <0.02 < 0.04
B8 0.75 ± 0.06 <0.06 0.47 ± 0.04 0.73 ± 0.02
B12 12.3 ± 0.3 12.1 ± 1.2 10.1 ± 1.2 9.25 ± 0.1
B13 – 18.5 ± 1.3 15.5 ± 2.1 –
B15 – 16.2 ± 0.9 19.9 ± 1.2 –

a From ref. [6].
b From ref. [5].
c SRM 1634c, 28.5 ± 0.40 mg kg−1.
d n.d., no statistical difference between the results for total and stable vanadium acc
10.5 ± 0.6 13.0 ± 0.3 6.1 ± 0.9 3.8 ± 1.2

n 10 mg of sample. This mass was considered for calculations
s it was close to the maximum amount of crude oil that could
e analyzed. The LOD of nickel was comparable with literature

alues for emulsion and microemulsion techniques [5,18] and
ith those for SS-GF AAS [37,38], but it should be stressed

hat about four times better results could be obtained for this

us crude oil samples with (total V) and without (stable V) the addition of 20 �g

1) Volatile V (mg kg−1)

GF AASb SS-GF AAS HR CS AASa GF AASb SS-GF AAS

23.2 ± 2.0 22.9 ± 1.3 3.4 ± 2.5 4.0 ± 2.3 4.3 ± 2.7
23.3 ± 0.5 21.1 ± 0.7 11.6 ± 1.3 5.4 ± 1.0 3.4 ± 1.7

2.0 ± 0.3 2.9 ± 0.3 1.01 ± 0.3 1.2 ± 0.3 0.9 ± 0.4
0.16 ± 0.02 0.12 ± 0.02 0.07 ± 0.1 0.08 ± 0.04 0.09 ± 0.1
6.4 ± 0.2 7.9 ± 0.3 1.84 ± 0.7 2.0 ± 0.2 1.0 ± 0.6

<0.06 <0.02 – – –
<0.06 0.42 ± 0.05 n.d.d – n.d.d

8.9 ± 0.8 6.2 ± 0.6 2.95 ± 0.4 3.2 ± 1.0 3.9 ± 1.3
13.7 ± 0.4 12.6 ± 0.6 – 4.8 ± 1.2 2.9 ± 2.2
14.0 ± 0.3 16.8 ± 1.2 – 2.2 ± 0.9 3.1 ± 1.7

ording to the confidence interval.
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lement using the most sensitive line. For vanadium, the LOD
as also comparable with literature values for emulsion and
icroemulsion techniques [5,6,18]. The relatively high LOD

btained is due to the fact that vanadium is one of the refractory
lements that form stable carbides, requiring a high atomiza-
ion temperature. Even using the maximum temperature seems
o be not sufficient for rapid atomization, as can be seen in
ig. 5.

.4. Analytical results

The use of palladium as a modifier allows the determination

f the total concentration of nickel and vanadium in crude oil,
nd a determination without modifier, using the same pyrolysis
emperatures, results in the concentration of the “thermally
table” fraction so that the volatile fraction can be determined

o
a
r
T

ig. 5. Absorbance signals for nickel (a, c and e) and vanadium (b, d and f) in aqueous
c and d); OB3 crude oil with 20 �g Pd + Triton X-100 as modifier (e and f).
1 (2007) 1877–1885

y difference. The calibration curves established with aqueous
tandards without a modifier were used for quantification of
oth elements and species. The results for the certified refer-
nce material SRM 1634c and a number of Brazilian crude oil
amples are shown in Tables 4 and 5 for nickel and vanadium,
espectively, and compared with the emulsion technique devel-
ped in our previous work [5,6]. In order to have a comparison
ith an independent procedure, the reference values established

or total Ni and V with HR-CS AAS, using no modifier and a
yrolysis temperature of only 400 ◦C in order to avoid losses,
re also included in Tables 4 and 5. The results of stable vana-
ium obtained using no modifier and a pyrolysis temperature

f 1400 ◦C with HR-CS AAS as well as the volatile fraction are
lso included. There was no significant difference between the
esults on a 95% confidence level, using a paired Student’s t-test.
he results obtained for the CRM also showed no significant

standard: 2 ng for Ni and 10 ng for V (a and b); OB3 crude oil without modifier
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ifference at the 95% confidence level from the certified value
or both elements.

Unfortunately, as the content of volatile compounds had to
e determined by difference, it is suffering from the uncertainty
f both measurements, total and thermally stable compounds.
his fact has been taken into consideration in the calculation of

he standard deviation in Tables 4 and 5. In cases where the total
ontent is very close to the ‘stable’ content, as in SRM 1634c,
he volatile fraction might be hidden within the uncertainty of
he measurement.

The results obtained in this work provide several interesting
nformation. Firstly, there was one crude oil sample that did not
ontain any detectable vanadium, i.e., less than 0.062 mg kg−1,
nd another one with a very low content (0.21 mg kg−1, which
s quite unusual, as the content of this element is typically
1 mg kg−1) [8,15]. Secondly, the volatile porphyrine fraction
as found to be between about 5 and 50% of the total nickel

nd vanadium content, and there was no correlation between the
olatile fraction and the total content for both elements.

. Conclusion

The proposed procedure makes possible an accurate determi-
ation of total nickel and vanadium and of the thermally stable
raction in crude oil using the same graphite furnace program.
he volatile fraction, which most likely consists of the non-polar
ickel and vanadyl porphyrin complexes, could be determined
y difference. This selective determination without any sam-
le preparation, together with the use of aqueous standards for
alibration, makes the procedure suitable for routine applica-
ion. The separate determination of the volatile fraction of both
lements in addition to the total content is considered to be of
articular importance, as it is for sure predominantly this type of
pecies that is transported in the distillation process to interme-
iate products, such as naphtha and petroleum condensate, and
cts as catalyst poison. The quality of a crude oil might therefore
e much better characterized by its content of volatile nickel and
anadium than by its total content, which is not correlated to the
ormer ones. The only disadvantage of this approach is that the
ost important fraction is determined by difference and suffers

rom the imprecision of both measurements.
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bstract

A simple, rapid and sensitive method for the determination of chromium(III) and total chromium using the simple dual T channels on glass chip
ith negative pressure pumping system and chemiluminescence (CL) detection is presented. The CL reaction was based on luminol oxidation
y hydrogen peroxide in basic aqueous solution catalyzed by chromium(III). Total chromium in form of chromium(III) was achieved after
hromium(VI) was completely reduced by acidic sodium hydrogen sulfite. Total chromium could then be determined with the same strategy as the
hromium(III). The CL reagent was composed of 1.0 × 10−4 mol/L luminol, 1.0 × 10−2 mol/L hydrogen peroxide and 0.10 mol/L sodium bromide
n 0.050 mol/L carbonate buffer (pH 11.00). The 1.0 × 10−2 mol/L ethylenediaminetetraacetic acid was added into the sample solution in order
o improve the selectivity. Chromium(III) could be detected at a notably concentration of 1.6 × 10−16 mol/L and a linear calibration curve was

−15 −13
btained from 1.0 × 10 to 1.0 × 10 mol/L. The sample and CL reagent consumption were only 15 and 20 �L, respectively. The analysis time
as less than 1 min per sample with the precision (%R.S.D.) was 4.7%. The proposed method has been applied successfully to the analysis of river
ater, mineral waters, drinking waters and tap water. Its performance was verified by the analysis of certified total chromium-reference materials

nd by recovery measurement on spiked synthetic seawater sample.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Chromium is a metal which occurs in oxidation states ranging
rom −2 to +6. However, as far as the environmental protec-
ion is concerned, only two most stable oxidation states namely
rivalent chromium (Cr(III)) and hexavalent chromium (Cr(VI)),
eeded to be considered.

Cr(III) and Cr(VI), are drastically different in charge, physic-
chemical properties as well as chemical and biochemical reac-
ivity. Cr(III) is well known as an essential trace element for
umans, required for the maintenance of normal glucose, choles-
erol, and fatty acid metabolism. On the other hand, water soluble

r(VI) is highly irritating and toxic to humans and animals [1].

t is carcinogenic owing to its ability to oxidize other species and
as adverse effects on the lung, liver, and kidneys [2]. Therefore,

∗ Corresponding author. Fax: +86 10 62841953.
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hromium speciation is of considerable interest to the scientific
ommunity.

Although the Environmental Protection Agency (EPA) of
SA has set the maximum level of total chromium allowed in
rinking water at 100 �g/L [3], the chromium content is nor-
ally presented at very low concentration in natural waters,
here typical concentrations are in the 0.1–0.5 �g/L range.
herefore, the direct determination of trace chromium species in
nvironmental samples demands very sensitive analytical tech-
iques.

Many detection protocols of chromium have been utilized
ncluding spectrometry [4], flame atomic absorption spectrom-
try (FAAS) [5,6], electrothermal atomic absorption spec-
rometry (ETAAS) [7–11], inductively coupled plasma-atomic
mission spectrometry (ICP-AES) [12,13], liquid chromatogra-
hy with UV detection (LC-UV) [14–16], liquid chromatogra-

hy with chemiluminescence detection (LC-CL) [17], capillary
lectrophoresis with UV detection (CE-UV) [18], capillary elec-
rophoresis with inductively coupled plasma mass spectrometry
CE-ICPMS) [19] and capillary electrophoresis with chemilumi-
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escence detection (CE-CL) [20,21]. However, the procedures
re complex, time consuming and/or need preconcentration step
n these methods.

In the recent decade, extensive work has been directed toward
iniaturization of analytical methods since this concept was
rst introduced in 1990s by Manz et al. [22]. Its results from

he short analysis time, as well as small reagent and sample
equirements [23]. Numerous reports have appeared on the use
f this fashion for the metal analysis [24–33]. Among them it
howed only a few reports on the determination of chromium
sing microfluidic device. Xu et al. [29,30] firstly reported the
se of glass micromachined device for the quantitative detec-
ion of Cr(III) with CL detection. A micromachined reactor was
mployed in a continuous flow injection set-up. The linear range
or Cr(III) determination was in the range 10−6 to 10−4 mol/L.
he detection limit was below 10−7 mol/L. This system was
imple and sensitive, however, only Cr(III) could be monitored.
he CL detection integrated with a microchip capillary elec-

rophoresis system that fabricated in poly(dimethylsiloxane) for
eparation of Cr(III) and other metal ions was demonstrated
y Liu et al. [31]. A detection limit down to submicromolar
oncentrations was achieved with good reproducibility and sym-
etric peak shape. Again, only Cr(III) was focused in this work.
he interfacing of microchip based electrophoresis separation
ystem with inductively coupled plasma mass spectrometry for
hromium speciation was recently introduced by Song et al.
32,33]. Hydrodynamic sample injection was accomplished by
flow injection mode through an externally controlled gravity
ump and a three-way valve. Cr(III) and Cr(VI) could be sep-
rated in acidic solution within 30 s. The limit of detection for
r(III) and Cr(VI) was 3.7 and 2.5 �g/L, respectively. Although

he Cr(III) and Cr(VI) could be individually detected with this
rocedure, the system was complex.

The aim of the present work is, therefore, to firstly propose the
etermination of Cr(III) and total chromium utilizing microflu-
dic device with CL reaction. The CL as a method of detection
or microchip has the advantage of high sensitivity and simple
nstrumentation compared with spectrophotometric techniques
ue to the exclusion of an external light source. This method is
ased on the Cr(III)-catalyzed oxidation of luminol by hydro-
en peroxide in a basic aqueous solution. In this case Cr(III) can
e determined selectively in the presence of Cr(VI) and other
etal ions in the aqueous environment [34,35]. Total chromium

an be determined with the same strategy as Cr(III) after Cr(VI)
s completely reduced to Cr(III) with acidic sodium hydrogen
ulfite. Cr(VI) can then be calculated by the difference.

. Experimental

.1. Reagents

All chemicals were of analytical grade and used without fur-
her purification. All reagents were prepared with ultrapure water

urified by a Barnstead EASY pure LF system (Dubuque, IA,
SA).
All chemicals were obtained from Beijing Chemical

eagents Co., Ltd. (China) except the luminol and hydrogen per-

b
m
w
o
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xide. Luminol (3-aminophthalhydrazide) was purchased from
erck (Darmstadt, Germany). Thirty percent volume hydrogen

eroxide was obtained from Shantou Xilong Chemical Co., Ltd.
China).

Stock solution of luminol (1.0 × 10−2 mol/L) was prepared
y dissolving 0.8860 g of luminol in 1.75 mL of 1.0 mol/L NaOH
olution and diluting to 50.00 mL with water. Stock solution of
.10 mol/L H2O2 was prepared by sequential dilution of 30%
2O2 with water. Stock solution of 1.0 mol/L NaBr was prepared
y dissolving 5.1445 g of NaBr in 50.00 mL of water. The CL
eagent was 1.0 × 10−4 mol/L luminol, 1.0 × 10−2 mol/L H2O2
nd 0.10 mol/L NaBr in 0.050 mol/L NaHCO3–Na2CO3 buffer,
H 11.00. This solution was prepared and left to stand for 15 min
efore used.

The reductant reagent was 1.0 × 10−2 mol/L NaHSO3 dis-
olved in 1.0 × 10−2 mol/L HCl solution. This solution was
lways prepared immediately prior to use.

Standard solutions of Cr(III) and Cr(VI) were prepared by
ppropriate dilution from 1.0 × 10−3 mol/L stock solution made
rom chromium trichloride and potassium dichromate, respec-
ively. Ethylenediaminetetraacetic acid (EDTA) was added
o all sample solutions to remove the interference of other

etal ions with the CL analysis [34]. The working standard
hromium/sample solutions were prepared in 1.0 × 10−2 mol/L
DTA prior to use.

All glassware were cleansed with 10% (v/v) nitric acid for
8 h and subsequently rinsed with ultrapure water before used.

The natural water tested was Certified Reference material
LRS-4 from NRC-CNRC (Canada) with the certified Cr-
ontent value of 0.33 ± 0.02 �g/L.

The synthetic seawater was prepared by dissolving 33.80 g
aCl, 10.92 g MgSO4·7H2O and 0.22 g NaHCO3, respectively,
aking the solution up to 2000 mL with ultrapure water, this
atrix corresponds to the composition of coastal seawater

36,37] used for internal calibration.

.2. Microchip design and fabrication

The glass microchip was fabricated by a standard pho-
olithography, wet chemical etching and heat bonding tech-
iques [38]. The design for the template was drawn using a
tandard Illustrator software package (Adobe Systems). The
orosilicate glass wafers with Cr2O3/Cr film (145 nm thick)
nd positive photoresist (AZ 1350, 0.6 �m thick) was pur-
hased from Shaoguang Microelectronics Corporation (Chang-
ha, China). The plastic reservoirs were finally glued to the top
late with epoxy.

The scheme of the channel structure in the glass microchip
as shown in Fig. 1. A channel pattern from Nelstrop et al.

39] reported was modified. A reverse T design accomplished
he parallel dual channels was designed for detection. At each T
hannel, two reservoirs (A–A′and B–B′) acted as reagents wells.
nother reservoir (C and C′) not only acted as the waste reservoir

ut also the reservoir to which negative pressure was applied to
ove the reagents through the microreactor. A further reservoir
as utilized as a reaction well. The identical channel dimension
f 150 �m wide and 50 �m deep for the T line was prepared.
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Fig. 1. Schematic structure of the microchip.

he channel length was 35.0 mm from the reaction well to the
aste reservoir and 5.0 mm from reaction well to each reagent

eservoir. The reaction well was ellipse shape which has volume
apacity of 60 nL.

.3. Microchip operation

The scheme of the set-up system was depicted in Fig. 2. In this
ork the negative pressure pumping system was utilized with

he reagents being loaded into the reservoirs by microsyringe.
his method produced negligible backpressure on the microre-
ctor channels and non-discriminatory movement of reagents in
arying reaction conditions [39,40]. The negative pressure was
pplied to the waste reservoirs and sucked the solutions through
he channels by means of a lab-made microsyringe pump. Sep-
rated controllable syringe pump was connected to each waste
eservoir which allowed the operation done at different time.
he reagents met at the reaction well and were mixed together

long the length of the channel. The flow rate of the solutions
hrough the channel was optimized to be 160 �L/min. Reser-
oir A and A′ contained 20 �L of CL reagent (luminol, H2O2,
nd NaBr solutions in carbonate buffer). Reservoir B contained

Fig. 2. Schematic diagram of the complete experimental set-up.
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5 �L of standard Cr(III)/sample in EDTA solution and 5 �L of
ater. Reservoir B′ contained 15 �L of standard Cr(VI)/sample

n EDTA solution and 5 �L of reductant. The A, B, C – T line
as used for Cr(III) determination while the A′, B′, C′ – T line
as served in total chromium determination. The determination
f Cr(III) was firstly operated. After 15 s the total chromium
etermination was subsequently done. Between each run, the
hannels were flushed with carbonate buffer and then air for
wo times.

The back of the microchip was packed with black adhensive
ape except the reaction well and stem T. The microchip was
xed above the PMT of Ultra-Weak Luminescence Analyzer
Institute of Biophysics Academia Sina, China) in black box.
he voltage of PMT was set at −850 V. The CL signals were
easured in every 0.2 s and recorded by a computer.

. Results and discussion

.1. Sample injection and operational procedure

The luminol reaction is rapid with the maximum peak height
f the transient CL signal being reached in approximately 50 s
41]. The complete CL emission profile versus time can be
btained in 2–3 s. Therefore, the flow rate of reagents applied
s critical which contributed to the mixing of the reagents and
roducing the signal. In this work, the negative pressure was
pplied to control the flow rate of reagents in order to eliminate
he back pressure produced in the channels and to reduce the
umber of syringe pumps used. Only two syringe pumps were
atisfied to manipulate the reagent flowed, which made the sys-
em simplicity. Unfortunately, the flow rates of sample and CL
eagent were not exactly controllable independently as a result
f negative pumping. With symmetric T-shape pattern, however,
iquid flow seemed to be divided in half almost equally. The flow
ate of solutions in the interval of 80–200 �L/min was varied and
nvestigated by adjusting the speed of suction. The effect of flow
ate on the intensity signal was illustrated in Fig. 3. Low speed of

ow rate could not be supported the rapid CL reaction, resulting

n the low sensitivity. On the other hand, high flow rate applied
as not provided sufficient time in the reaction. Therefore, the
ow rate of 160 �L/min was chosen and adopted in this work.

ig. 3. Effect of sample and reagent flow rate on CL intensity. Cr(III)
.0 × 10−9 mol/L was in 1.0 × 10−2 mol/L EDTA (mean ± S.D., n = 3). CL reac-
ion solution: 1.0 × 10−4 mol/L luminol, 1.0 × 10−2 mol/L H2O2, 0.10 mol/L
aBr in 0.075 mol/L carbonate buffer, pH 11.50.
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Fig. 4. Peak signal of four consecutive runs of Cr(III) and Cr(VI) at
1.0 × 10−15 mol/L. Cr(III) and Cr(VI) were in 1.0 × 10−2 mol/L EDTA.
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Fig. 5. Effect of luminol concentration on CL intensity. Cr(III)
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3.2.4. Effect of NaBr concentration
NaBr was added to the luminol solution in carbonate medium

in order to enhance the CL signal [42,44,45]. In the presence of
bromide, the hydroxyl radical is converted into bromide radical
L reaction solution: 1.0 × 10−4 mol/L luminol, 1.0 × 10−2 mol/L H2O2,
.10 mol/L NaBr in 0.050 mol/L carbonate buffer, pH 11.00. Reductant solu-
ion: 0.010 mol/L NaHSO3 in 0.010 mol/L HCl.

In order to get the two well resolved peaks corresponded to
r(III) and total chromium, the negative pressure was applied
ith different time at reservoir C and C′, respectively. The delay

ime between these two operations was needed. In addition, this
tep was utilized for leaving the reductant to react with Cr(VI)
rior to the analysis. The delay time between 5 and 20 s was
xamined and found that 15 s was sufficient for this purpose as
ould be seen clearly in Fig. 4.

Before inject the CL reagent into the reservoirs, the reagent
as left to stand with time for 15 min due to an initiation time
as needed for carbonate to enhance the CL signal after mixing
ith H2O2 [42]. For standard and sample solutions, after mix-

ng with EDTA the solutions were immediately injected into
he respective reservoirs. No initiation time was required as a
esult of fast complexation reactions of most metals with EDTA
s contrast to the complexation of Cr(III) by EDTA, which is
inetically slow [43].

.2. Optimization of the experimental conditions

A series of experiments were carried out to establish the opti-
um conditions for use, employing a Cr(III) concentration of

.0 × 10−12 mol/L.

.2.1. Effect of luminol concentration
The effect of luminol concentration on the CL intensity was

hown in Fig. 5. The hydrogen peroxide concentration was kept
onstant at 1.0 × 10−2 mol/L while luminol concentration was
aried from 1.0 × 10−6 to 1.0 × 10−3 mol/L. The intensities
ere slightly decreased with decreasing luminol concentrations.
onsequently concentration of 1.0 × 10−4 mol/L was selected

or subsequently analyses.

.2.2. Effect of pH of carbonate buffer

The carbonate buffer which reported to enhance the CL sig-

al in luminol–H2O2 system [40] was chosen and used in the
reparation of CL solution. Since Cr(III) catalyzed the lumi-
ol with H2O2 in alkaline solution, the effect of CL reagent

F
i
1
0

.0 × 10−12 mol/L was in 1.0 × 10−2 mol/L EDTA (mean ± S.D., n = 3).
L reaction solution: 1.0 × 10−2 mol/L H2O2, 0.10 mol/L NaBr in 0.075 mol/L
arbonate buffer, pH 11.50.

H was needed to investigate. Under investigation the con-
entration of carbonate buffer was fixed at 0.10 mol/L while
ts pH was varied between 10.13 and 12.00 by varying the
omposition of NaHCO3 and Na2CO3 or adding the NaOH solu-
ion. The effect of carbonate reagent pH was shown in Fig. 6.
he results showed that the CL signal reached a maximum

ntensity and was stable within the pH range of 10.60–12.00.
herefore, the pH value of 11.00 was chosen for subsequent
eterminations.

.2.3. Effect of carbonate buffer concentration
The effect of carbonate buffer concentration was then exam-

ned by keeping the pH constant at 11.00. The concentration
f carbonate buffer was varied between 0.010 and 0.10 mol/L.
he results showed that a concentration of carbonate buffer
reater than 0.025 mol/L achieved maximum CL intensity. A
.050 mol/L was chosen as the optimal concentration of carbon-
te buffer.
ig. 6. Effect of carbonate reagent pH on CL intensity. Cr(III) was
n 1.0 × 10−2 mol/L EDTA (mean ± S.D., n = 3). CL reaction solution:
.0 × 10−4 mol/L luminol, 1.0 × 10−2 mol/L H2O2, 0.10 mol/L NaBr in
.075 mol/L carbonate buffer.
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Fig. 7. Signal intensity of 12 consecutive runs of 1.0 × 10−13 mol/L Cr(III).
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was brought about an increase in the interface area which leaded
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ith selectively reacts with luminol yielding the luminol rad-
cal [42]. Bromide enhances the CL intensity by selectively
ncreasing the steady-state concentration of luminol radical
nd facilitates its decomposition to give more excited lumi-
ol ions [44]. The addition of bromide significantly enhanced
he CL signal under our investigation with agreed well with
he report of Chang and Patterson [44]. Under exactly the
ame conditions with and without bromide ion, the linear
egression equation in calibration range of 1.0 × 10−13 to
.0 × 10−11 Cr(III) are y = 2241.5 log C + 41035 (r2 = 0.9984)
nd y = 277.5 log C + 4809.8 (r2 = 0.9951), respectively, where
is the CL intensity and log C is the concentration in log-

rithm function expressed in mol/L. Concentration of NaBr
n the range of 0.010–0.20 mol/L was investigated. The CL
ntensity was slightly increased when the concentration of
romide was increased. In this work, 0.10 mol/L NaBr was
dopted.

.2.5. Effect of reductant concentration on reduction of
r(VI) to Cr(III)

The choice of reductant is very important for the Cr(VI) to
e completely reduced to Cr(III). In this work, NaHSO3 was
elected for this purpose due to its rapid reaction and high effi-
iency [20]. It can completely reduce Cr(VI) to Cr(III) in acidic
olution. The concentration of NaHSO3 prepared in 0.01 mol/L
Cl was studied from 0.0050 to 0.10 mol/L. A measurement of

tandard Cr(VI) 1.0 × 10−12 mol/L solution without NaHSO3
dded in the system showed a low signal related to Cr(VI). The
ignal was dramatically increased when NaHSO3 added into the
ystem. The complete reduction was achieved in the range of
oncentration studied. A concentration at 0.010 mol/L NaHSO3
as then chosen as the optimum.
A concentration of HCl solution was then studied and found

hat HCl concentration in the range of 0.010–0.10 mol/L gave the
aximum response. Therefore, 0.010 mol/L HCl was adopted in

his work. The signal belonged to Cr(VI) after complete reduc-
ion was exhibited in Fig. 4.

The influence of varying concentration ratios of Cr(VI) in
r(III) for quantitative reduction of Cr(VI) was also investi-
ated. The results showed that at any concentration of Cr(VI)
n the presence of Cr(III) was not interfere in the reduction
ield.

.3. Investigation of interferences

Interferences from coexisting metal ions were considered in
rder to achieve a desired degree of selectivity. In this work,
DTA was added to all solutions to remove the interference
f the other metal ions with the CL catalysis. Complexation of
r(III) by EDTA is kinetically slow. As a result, shortly after the
ddition of EDTA to the sample, the only potentially chemi-
uminescent metal species in solution is the free Cr(III) ion
34]. The effect of foreign metal ions was tested by analyz-

ng a standard solution of 1.0 × 10−12 mol/L Cr(III) to which
ncreasing amounts of interfering substances had been added.
he 1.0 × 10−2 mol/L EDTA was used as masking reagent. The

olerable concentration ratio for a 5% signal change was investi-

t

e
t

r(III) was in 1.0 × 10 mol/L EDTA. CL reaction solution: 1.0 × 10 mol/L
uminol, 1.0 × 10−2 mol/L H2O2, 0.10 mol/L NaBr in 0.050 mol/L carbonate
uffer, pH 11.00.

ated with some metal ions. It was found that Cd2+, Co2+, Cu2+

nd Pb2+ did not interfere as a ratio of 100:1, where as Fe2+,
e3+, Al3+, Zn2+ and Ni2+ did not interfere at a ratio of 10:1
nder the same conditions.

It could be seen that most interfering species might be inter-
ere in this condition. Their tolerance concentration was a level
hat potentially could be encountered in natural waters. Other

asking or complexing agents such as tartaric acid, nitrilo-
riacetic acid, and citric acid might be added to support the
DTA function. However, any interference effects could be
inimized by using the standard addition procedure for quan-

ification which was adopted in this work.

.4. Linearity, precision and limit of detection

The linearity, repeatability and limit of detection were mea-
ured from Cr(III). The linearity range was from 1.0 × 10−15 to
.0 × 10−13mol/L Cr(III) with correlation coefficient value of
.9970. A definition of detection limit in this work was based
n the analyte concentration which gives the response signal (Y)
hree times that of the standard deviation of the blank (S.D.b) plus
esponse signal (Yb); Y = Yb + 3S.D.b [46]. The detection limit for
r(III) was found to be 1.6 × 10−16 mol/L which notably has not
een reported. The even low determination limit achieved in our
ork study might be attributed to (i) utilization of the carbonate

nd bromide enhancement, (ii) recognition of the importance of
he initiation times after mixing H2O2 and carbonate, (iii) flow
attern and reaction take place in microchannel. For the latter
eason, the flow regime on microchip was encountered. The flow
n this pressure driven system is laminar due to the low Reynolds
umbers [47]. The two liquids met at the intersection point and
parallel side-by-side laminar flow formed in the microchannel.
he reaction of CL reagents and Cr(III) proceed as the continu-
us reacting mixture flowed along the microchannel. This effect
o enhanced mass transfer as well as of chemical reaction.
The relative standard deviation (%R.S.D.) of the system was

xamined by making 12 consecutive runs with Cr(III) concen-
ration of 1.0 × 10−13 mol/L (Fig. 7) and was found to be 4.7%.
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Table 1
Determination of Cr contents in CRM SLRS-4, spiked synthetic seawater, mineral waters, drinking waters and tap water

Sample Certified value (mol/L) Amount found (mol/L) (n = 3, ± S.D.)

Total Cr Cr(III) Cr(VI) Total Cr Cr(III) Cr(VI)

SLRS-4 1.0 × 10−15 1.0 × 10−15 – (0.9 ± 0.2) × 10−15 (0.9 ± 0.6) × 10−15 NDa

SLRS-4 (spiked with Cr(VI)) 3.0 × 10−15 1.0 × 10−15 2.0 × 10−15 (3.7 ± 1.0) × 10−15 (0.9 ± 0.6) × 10−15 (2.7 ± 1.2) × 10−15

Synthetic seawater 5.0 × 10−15 2.0 × 10−15 3.0 × 10−15 (5.1 ± 0.6) × 10−15 (2.2 ± 0.1) × 10−15 (2.9 ± 0.6) × 10−15

Mineral water 1 (2.6 ± 0.3) × 10−13 (2.5 ± 0.4) × 10−13 ND
Mineral water 2 (8.2 ± 0.5) × 10−13 (7.7 ± 1.8) × 10−13 ND
Drinking water 1 (1.2 ± 0.4) × 10−13 (1.3 ± 0.3) × 10−13 ND
D −13 −13
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a ND is referred to non-detectable.

.5. Evaluation of the system and analytical application

The accuracy of the method was firstly checked by analyz-
ng a certified reference material SLRS-4, river water reference

aterial for trace metals. The certified Cr-content was stated
o be 0.33 ± 0.02 �g/L. Before analysis the reference standard
as diluted until a concentration of 1.0 × 10−15 mol/L of Cr was
btained.

The Cr(III) was determined directly by the proposed CL
ethod. Total chromium was determined after reduction of
r(VI) to Cr(III) by NaHSO3. Cr(VI) was then calculated by

he difference between total chromium concentration and that of
r(III). All the determinations were performed by using three-

evel standard addition for calibration. Three replicate measure-
ents were made on each sample. The results were shown in
able 1.

As shown in Table 1, the result achieved from the SLRS-4 ref-
rence material was in good agreement with the recommended
alue. No content of Cr(VI) was found in the CRM. The result
ound might be due to the fact that all Cr originally present was
s in the state of Cr(III). Conventionally, dilute nitric acid is used
o preserve natural samples in order to prevent the adsorption of
race elements in solution on to the walls of the container, and
his is case in this instance, where SLRS-4 has been acidified
ith ultrapure nitric acid to pH 1.6. However, in the presence of
rganic materials, as one might expect to find in natural samples,
t has been reported that Cr(VI) under acidic conditions can be
educed to Cr(III) [2,48,49]. With the SLRS-4 sample being sta-
ilized with nitric acid, the Cr-content, therefore, is very likely
xclusively Cr(III). This assumption was checked by spiking the
ample with 2.0 × 10−15 mol/L of Cr(VI). A reasonable recov-
ry of 2.7 × 10−15 mol/L of Cr(VI) was found. Then a synthetic
eawater sample spiked with Cr(III) and Cr(VI) at a concentra-
ion level of 2.0 × 10−15 and 3.0 × 10−15 mol/L, respectively,
ere analyzed. Again, the very satisfactory recovery was found.
his method has proven to be most reliable for determination of
r.

Using the proposed method, the Cr(III) and total chromium
ontents in water samples were further determined. The Cr con-

ents measured were summarized in Table 1. The amount of
r(VI) calculated from the amount difference between total
hromium and Cr(III) was determined within 95% confidence
nterval. It was found that there was no significant difference

R

(2.1 ± 0.3) × 10 (2.5 ± 0.5) × 10 ND
(2.1 ± 0.3) × 10−12 (1.7 ± 0.7) × 10−12 ND

etween total chromium and Cr(III) amounts found in each sam-
le tested. Only Cr(III) could be detected in mineral waters,
rinking waters and tap water, respectively. The result found
ight be due to some minerals reduced Cr(VI) to Cr(III).

. Conclusions

We have firstly presented the successful use of dual channels
n glass chip with CL detection system used for the determi-
ation of Cr(III) and total chromium in water samples. Cr(III)
as determined by measuring the light emitted as a result of the
r(III)-catalyzed reaction between luminol and hydrogen per-
xide. Total chromium was achieved after Cr(VI) was reduced to
r(III) using acidic sodium hydrogen sulfite. The simple dual T
hannels and the utilizing of negative pressure pumping system
ake possible very quickly and seems to be very attractive and

onvenient method for chromium species analysis. The analy-
is time was less than 1 min per sample. The system is simple,
xtremely sensitive and high efficient. The calibration curve
or Cr(III) was linear in the range between 1.0 × 10−15 and
.0 × 10−13 mol/L and the excellent limit of detection was low
s 1.6 × 10−16 mol/L. This strategy described has proven to be
eliable for the determination of Cr(III) and total chromium in
ater samples with no need of separation and preconcentration.
his perspective is not limited for only chromium determination-
ot the least because it offers possibility for the determination
f other analytes involving similar chemistries.
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bstract

A sequential injection analysis (SIA) spectrophotometric method for the determination of trace amounts of zinc(II) with 1-(2-pyridylazo)-
-naphthol (PAN) is described. The method is based on the measurement of absorbance of the zinc(II)–PAN chelate solubilized with a non-
onic surfactant, Triton X-100, no extraction procedure is required in the proposed method, yielding a pink colored complex at pH 9.5 with
bsorption maximum at 553 nm. The SIA parameters that affect the signal response have been optimized in order to get the better sensitivity and
inimum reagent consumption. A linear relationship between the relative peak height and concentration was obtained in the concentration range

f 0.1–1.0 �g ml−1. The limit of detection (LOD, defined as 3σ) and limit of quantification (LOQ, defined as 10σ) were 0.02 and 0.06 �g ml−1,
−1
espectively. The sample throughput about 40 samples/h was obtained. The repeatability were 1.32 and 1.24% (n = 10) for 0.1 and 0.5 �g ml ,

espectively. The proposed method was successfully applied to the assay of zinc(II) in three samples of multivitamin tablets. The results were
ound to be in good agreement with those obtained by flame atomic absorption spectrophotometric method and with the claimed values by the
anufactures. The t-test showed no significant difference at 95% confidence level.
2006 Published by Elsevier B.V.
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. Introduction

Zinc(II) is an essential element in many other living beings. It
lays many important roles in all replications, protein synthesis,
ene expression, cell division and in the metabolism of nucleic
cids, and acts as a cofactor in numerous enzymes. Zinc(II) acts
redominantly as a Lewis acid, and is found in many metal-
oenzymes such as carboxypeptidase and carbonic anhydrase
1]. The wound healing effect of zinc(II)—containing ointments
ad been already known in the ancient world, and zinc(II) has
ncreasingly been used as a remedy for growth disorders due

o malnutrition, interactions between zinc(II) and growth hor-

ones [2]. Zinc(II) deficiency may also cause a variety of other
ymptoms such as a lack of appetite, a reduced sense of taste,

∗ Corresponding author. Tel.: +66 53 943341 4x126; fax: +66 53 892277.
E-mail address: scislwrn@chiangmai.ac.th (S. Liawruangrath).
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n enhanced disposition for inflammations and an impairment of
he immune system [3]. Furthermore, zinc compounds have bac-
ericidal activity since they can precipitate and denature several
acterial proteins. Thus, they have been employed in dermatol-
gy, mouthwashes and ophthalmic solutions as antiseptic and
isinfectant agents. In addition, zinc(II) is present in multivi-
amin and multimineral preparations [4]. For this reason, the
etermination of zinc(II) in pharmaceutical preparations is an
mportant analytical field.

Various spectrophotometric methods were proposed for
etermination of zinc(II) contents in pharmaceutical prepara-
ions by using complexing reagents such as 7-(4-nitropheny
azo)-8-hydroxyquinoline-5-sulfonic acid (�-NIAZOXS) [5],
-(5-nitro-2-pyridazo)-5-(N-propyl-N-sulfopropylamino)phen-

l (nitro-PAPS)[6], 1-(phenyl-2-pyridyl)carbilidene-5-re-
orcilidene thiocarbohydrazone (PPRT) [7], 3-(5′-mercapto-
′,2′4′-triazole-3′-azo)-2,4-dihydroxybenzoic acid (METRIA-
EZ-�) [8], 2-(2′,4′-dihydroxyphenylazo-1′) benzimidazole
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ig. 1. SI manifold for the determination of zinc(II): (A) (valve 1) a combined
D) (valve 4) PAN solution and 150 cm/0.7 mm (length/i.d.) holding coil.

BIAR) and 3-mercapto-5-(2′-hydroxynaphtylazo-1′)-1,2,4,-
riazole (METRIAN) [9], 2,2′-dipyridyl-2-pyridylhydrazone
DPPH)[10], xylenol orange [11], 1-(2-tiazolylazo)-2-nap-
thol(TAN) [12], 4-(pyridyl-2-azo)-resorcinol (PAR) [13,14],
-acetylformazans [15] and 1-(2-pyridylazo)-2-naphthol
16,17].

PAN is a sensitive reagent used for determining several tran-
ition metals. It is practically insoluble in water and reacts
ith zinc(II) to yield a non-polar pink color complex, gener-

lly extracted into an organic solvent such as ether or chlo-
oform [18]. This method took an unacceptably long time
nd tedious to measure the absorbance of the organic phase
ith gradually changing the pH of the aqueous phase for

he complex of reagents processing high distribution constant
19]. Recently, the use of micelles in analytical chemistry
nvolving the beneficial alteration of metal ion–ligand com-
lex spectral properties via surfactant association is growing
20,21–25].Usually, the metal-complexes formed in the micellar
ystems, a pseudo-single-phase formed by surfactant micelles
n an aqueous solution, are more stable than those formed in
he absence of micelles. Surfactants and micellar systems stabi-
ized water-insoluble complexes, and the size of micelles pro-
ided the equilibrium to be attained quickly with a change in
H. Currently, surfactant system used in development of many
pectrophotometric methods for determining micro amounts
f metal ions to improve the sensitivity for these methods
26].

Several flow injection analysis (FIA) methods for pharma-
eutical assays have been reported in recent reviews [27,28].
lthough they are superior to the batch-wise methods in that

hey provide relatively high sample throughput, low reagents and
ample consumptions, low analysis time and cost effectiveness.
ome of which typically uses high reagent consumptions and
akes a large amount of waste especially dealing with expensive

hemicals, hazardous reagents, or online/remote site applica-
ions. Thus, the FIA technique is a relatively expensive method

y comparison with the second generation termed sequential
njection analysis (SIA).

SIA has been introduced in 1990, as a new concept auto-
atic sample analysis. It is simple, rapid, low sample and

•
•
•

solution and masking agent; (B) (valve 2) Triton X-100; (C) (valve 3) sample;

eagent consumption. Additionally, it is fully automated sys-
em to make it fast and efficient that is important to many
outine tasks. In SIA, there is no need for special system recon-
guration of manifold to apply different chemicals into the
ystems, while all major parameters such as reagents and sam-
le volumes, flow rate, order of mixing and reaction time can
e optimized by computer-control. It is compatible with both
ptical and electrochemical detectors. SIA has been used for
harmaceutical assays that were highlighted in recent reviews
29].

This paper proposes the use of a SIA method for the spec-
rophotometric determination of zinc(II), using PAN as chro-

ogenic reagent. To avoid the extraction procedure, it was found
hat Zn(II)–PAN complex can be solubilized by a non-ionic sur-
actant, Triton X-100. Because of the high sensitivity inherent
n the use of PAN, it was decided to investigate solubilization
f Zn(II)–PAN complex as the basis to develop a novel method
or zinc(II) determination with Triton X-100. The pink colored
n(II)–PAN complex in micellar media is detected spectropho-

ometrically at 553 nm. NaF and KCN were used as masking
gents for Fe(III), Mn(II) and Cu(II). The proposed method
as been successfully applied to the determination of zinc(II)
n pharmaceutical preparations.

. Experimental

.1. Instrumentations

The developed SIA manifold (Fig. 1) was arranged using
he following equipment: a FIAlab® 3000 system (FIAlab®

nstruments, USA) consists of a syringe pump (syringe reservoir
.5 ml) and a six-port selection cheminert valve (Valco Instru-
ent Co., USA), which is connected to a four-port switching

ox. The four ports undergo the following functions:

Port A is connected to a syringe control (CAVRO XL 3000

stepper motor-driven syringe pump).
Port B is available for other instruments (where necessary).
Port C is connected to a valve control unit.
Port D is connected to Jenway 6400 Spectrophotometer.
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Table 1
Experimental protocol as shown in the FIAlab for Windows software

Loop Start (#) 3
Fill Syringe

SyringePump Flowrate (�l s−1) 100
SyringePump Valve In
SyringePump Delay Until Done
SyringePump Aspirate (�l) 1500
SyringePump Valve Out
SyringePump Delay Until Done

Standard to holding coil
Valve port 1
SyringePump Valve Out
SyringePump Flowrate (�l s−1) 25
SyringePump Aspirate (�l) 30
SyringePump Delay Until Done

Valve port 2
SyringePump Valve Out
SyringePump Flowrate (�l s−1) 25
SyringePump Aspirate (�l) 30
SyringePump Delay Until Done

Valve port 3
SyringePump Flowrate (�l s−1) 25
SyringePump Aspirate (�l) 50
SyringePump Delay Until Done

Valve port 4
SyringePump Flowrate (�l s−1) 25
SyringePump Aspirate (�l) 30
SyringePump Delay Until Done

Send sample to detector
Valve port 6
SyringePump Valve Out
SyringePump Flowrate (�l s−1) 40
SyringePump Empty
SyringePump Delay Until Done

Clean detector
SyringePump Flowrate (�l s−1) 100
SyringePump Valve In
SyringePump Delay Until Done
SyringePump Aspirate (�l) 250
SyringePump Valve Out
SyringePump Delay Until Done

Valve port 6
SyringePump Valve Out
SyringePump Empty
SyringePump Delay Until Done

2
z

e
a
s

W. Thanasarakhan et al. /

A Jenway 6400 Spectrophotometer (Jenway, Dunmow,
ssex, UK) with a model QS1.000 (Hellma, Germany) flow
ell (10 mm path length, 120 �l inner volume) over the wave-
ength range 360–800 nm. The flow system used PTFE tubes as
he liquid channels. The holding coil was constructed by wind-
ng the PTFE tubing around the small test tube. An absorbance
ignal can be retrieved directly from a Jenway 6400 spectropho-
ometer via the RS-232 interface. The absorbance of the colored
n(II)–PAN complex was monitored at 553 nm through a 10 mm
ath length flow cell. All electrical devices of the manifold were
omputer controlled by means of a home-made program written
n Microsoft Visual Basic 6.0.

.2. Reagents and solutions

All chemicals were of analytical reagent grade, and used
ithout further purification. Distilled deionised water was used

hroughout which was prepared by passing distilled water
hrough a Milli-Q system (Millipore, USA).

Standard zinc(II) solution was prepared by dissolving an
ppropriate weight of ZnCl2 in distilled deionised water. The
tock solution was standardized by EDTA titration, it contains
000 �g ml−1 of Zn2+. The working standard solutions were
repared just before use by an appropriate dilution of the stock
olution.

PAN (Aldrich) stock solution (1 × 10−2 mol l−1) was pre-
ared from the pure product by dissolving an appropriate weight
sing ethanol/water mixtures (9:1) as solvent.

Triton X-100 (Sigma) solution was prepared by an appropri-
te dilution with distilled deionised water.

Combined masking agent-buffer solution was prepared by
dding 85 ml of 0.20 M Na2CO3 to 15 ml of 0.20 M NaHCO3
olution (pH 9.5) followed by 1.2 × 10−3 mol l−1 KCN and
× 10−3 mol l−1 NaF solutions.

.3. Sequential injection method

A four-port RS 232 switching box receives an activation com-
and from the PC through master port. When the system is

nitialized, it activates port A (Fig. 1) move the piston of the
yringe to zero position. It also activates port C to actuate with
he valve at position 6. Then, it activates port A to drive the
yringe to aspirate the carrier (water) with the desired volume.
fter that, it activates port C to actuate the valve at position
(combined masking agent-buffer solution). Then, it activates

ort A to drive the syringe to aspirate the desired volume of
ombined solution. It again activates port C to actuate the valves
t position 2 (Triton X-100), 3 (sample) and 4 (PAN reagent),
espectively followed by activating port A to drive the syringe to
spirate the desired volume of solution. While the PC is sending
he empty syringe command through port A, it activates port D
nd receives absorbance signals from the spectrophotometer and
rives the plot module to plot the SIA grams on the screen. The

aximum peak heights were also detected at 553 nm and dis-

layed in this process. The time required to analyze one sample
s approximately 1.5 min. Table 1 lists the steps of the procedure
ntered to the FIAlab for windows software.

w
t
m
i

Loop End

.4. Preparation of pharmaceutical sample solutions for
inc(II) determination

Ten Centrum From A to Zinc® multivitamin and multimin-
ral tablets were weighed, ground, placed in a conical flask
nd treated with 50 ml of 0.1 mol l−1 HCl. The solution was
haken mechanically and filtered, the precipitate was thoroughly

ashed with deionized water, then the combined filtrate was

ransferred into a 1000 ml volumetric flask and diluted to the
ark with deionised water, the final concentration of zinc(II)

ons was about 6 �g ml−1.
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Fig. 2. Absorption spectra of Zn(II) complex and its reagent blank curve.
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A) PAN-Triton X-100, (B) Zn(II)–PAN-Triton X-100. The concentration of
n(II) = 5 �g ml−1, PAN = 1.0 × 10−4 mol l−1, and Triton X-100 = 1%, respec-

ively; in carbonate buffer solution pH 9.0.

.5. Atomic absorption spectrometric method

Flame atomic absorption spectroscopy was performed with
n AA-680 atomic absorption spectrophotometer (Shimadzu,
apan). The Centrum From A to Zinc® multivitamin and multi-
ineral samples were prepared as described above. For FAAS
easurements, the absorption value of zinc was measured at

13.9 nm with hollow cathode lamp.

. Results and discussion

Preliminary experiments revealed that suitable conditions for
issolving Zn(II)–PAN complex in aqueous solution could be
chieved by adding some non-ionic surfactants such as Tween-
0, Triton X-100, poly(vinylalcohol) were successively at dif-
erent concentrations (0.1–1.0%, v/v) into the reaction medium.
reliminary experiments pointed out those cationic surfactants
ould not be used for this purpose. In fact, the analytical signal
as not observed in the presence of cetyltrimethylammonium
r cetrypriridinium chloride, in view of the hydration caused by
he ionic group [30] that reduced the molecular forces impair-
ng the dissolution, thus the establishment of the organized

edium. Cationic surfactants were then not investigated further.
mong the different non-ionic surfactants tested, Triton X-100
as selected because the attainable sensitivity was the highest.

.1. Spectral characteristics

The absorption spectra of PAN and its zinc(II) complex in the
resence of Triton X-100 are shown in Fig. 2. In the presence of
urfactant, the pink color of zinc(II) complex formed at pH 9.0
howing maximum absorbance of 0.368 at 553 nm (spectrum B),
he blank (PAN-Triton X-100) shows the maximum absorbance
f 0.498 at 474 nm (spectrum A). Hence, further measurements
ere made at 553 nm because at this wavelength the bank signal
as found to be minimum (see Fig. 2).
.2. Optimum conditions for the reaction

The parameters that influence the sensitivity, accuracy and
eproducibility of the proposed method for determining the ana-

3

d

Fig. 3. Influence of the pH on response and precision.

yte of interest, zinc(II) were studied in order to establish the
ptimum working configurations. In all cases both the mean
elative peak height (for n = 4 repetitive determinations) and the
elative standard deviation were used as a criteria for establishing
he most appropriate parameters. All the optimization steps were
arried out with a chosen zinc(II) concentration of 0.5 �g ml−1,
ith the fixed concentrations of 0.5% (v/v) Triton X-100, and
× 10−5 mol l−1 PAN.

.2.1. Effect of pH
The influences of pH on the absorbance (as peak height in

V) of zinc(II) complexes were studied over the pH range
.5–10 at 553 nm (Fig. 3). The pH was adjusted to the desired
alues using carbonate buffer. It was found that, the chelate
as completed at pH values higher than 7, the peak height
ecame significant when the pH exceeded about 10. A pH
.5 was chosen as the optimum for these reasons and because
he carbonate–bicarbonate buffer system has maximum buffer
apacity at this pH. The effect of carbonate buffer concentration
as studied over the range 0.01–0.1 mol l−1. The results demon-

trate that it slightly increases in the range 0.01–0.05 mol l−1.
urther increment of the buffer concentrations the peak heights
emain constant over the concentration range 0.05–0.1 mol l−1.
hus, the concentration 0.05 mol l−1 of carbonate buffer was
hosen for subsequent experiments.

.2.2. Aspiration order of reagents and sample
In reactions involving multiple zone penetrations, it is essen-

ial to examine the aspiration order of reagents and sample [31].
everal aspiration orders have been designed using the SI set-up
hown in Table 2. It was found that, the order of the aspiration of
he sample and reagent was proved be critical. The appropriate
rder for aspiration of reagents and sample are as follows: com-
ined masking agent-buffer solution, Triton X-100, sample and
AN reagent, respectively because it provides the highest signal
mean peak height of 5.54 mV, n = 4) with the best repeatability
R.S.D. = 0.24%) and hence this aspiration order is chosen for
ubsequent measurements.
.2.3. Flow rate
In any flow-based analysis procedure the response is depen-

ent on the reagents and sample flow rates and thus it is necessary
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Table 2
Aspiration orders of sample and reagent

Aspiration order Peak height (mV)
(mean ± S.D.)

Sam./Triton.a-masking bufferb-PAN 3.38 ± 1.07
Masking buffer-PAN-Sam./Triton.a 3.53 ± 0.31
Masking buffer-Sam./Tritona.-PAN 3.72 ± 0.42
Masking buffer-Sam.c-Triton.d-PAN 5.02 ± 0.78
Masking buffer-Triton.d-Sam.c-PAN 5.54 ± 0.24
Masking buffer-Triton.d-PAN-Sam.c 4.84 ± 0.85
Sam.c-masking buffer-Triton.c-PAN 4.77 ± 1.23
Sam.c-Triton.-masking buffer-PAN 4.58 ± 0.93
Sam.c-masking-PAN-Triton. 3.91 ± 0.78

a Sample (Zn(II) 1 ppm) in 0.5% (v/v) Triton X-100.
b Combined masking agent and buffer solution pH 9.5.
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c Sample (Zn(II) 0.5 �g ml−1).
d 0.5% (v/v) Triton X-100.

o optimize them to achieve the greatest sensitivity, reproducibil-
ty, sample throughput, etc.

.2.3.1. Optimization of sample and reagents flow rates. It was
bvious that the flow rate of aspiration of sample and reagent
ere significant with the peak height. The reagent and sam-
le flow rates were investigated from 15 to 50 �l s−1 at every
�l s−1 interval while the flow rate of sending sample to detec-

or kept constant at 50 �l s−1. As the flow rate increases the
eak height increases up to 35 �l s−1, where after it tends to
evel off. The flow rate chosen for yielding the best results
as 25 �l s−1 (best precision) and best for Triton X-100 aspi-

ation cause faster aspirate the bubble can occur in the line of
tream.

.2.3.2. Flow rate of sending sample to detector. The flow rates
f sending the sample to detector were investigated from 15 to
0 �l s−1 at every 5 �l s−1 intervals the flow rate of aspiration
f sample and reagent were kept constant at 25 �l s−1. It was

bserved that the peak height increased with increasing in the
ow rate up to 40 �l s−1 and then it decreased with provision of

he faster flow rates. Thus, a flow rate of 40 �l s−1 was chosen
nd used for subsequent measurements due to its highest peak
eight and precision.

f

3

b

able 3
nfluence of aspiration volume on peak height (sensitivity) and precision

arameters Volume (�l)

uffer solution 10 20 30 40 50
ean RPHa 4.05 4.08 4.07 4.09 4
R.S.D.b 0.86 0.97 0.20 0.44 1

ample 10 20 30 40 50
ean RPHa 3.68 3.79 4.04 4.07 4
R.S.D.b 0.91 0.59 0.83 1.08 0

AN reagent 10 20 30 40 50
ean RPHa 3.98 4.06 4.25 4.22 4
R.S.D.b 0.95 0.90 0.17 0.54 0

a Mean relative peak height (n = 4 repetitive determinations).
b Percentage relative standard deviation.
ta 71 (2007) 1849–1855 1853

.2.4. Sample and reagents aspiration volumes
ptimizations

To minimize the consumption of reagent volumes while
aintaining the best results, both of sensitivity (peak height)

nd precision, of the procedure, thus these parameters were opti-
ized. The volume of buffer solution, sample and PAN reagent
ere studied. When varying the volume of solution of interest
hereas the others were kept constant at 50 �l−1. The results

re given in Table 3.

.2.4.1. Buffer solution aspiration volume. The influence of the
uffer volume was investigated in the range of 10–100 �l at
very 10-�l interval. There was no significant difference in the
esponse when the volume increases. A buffer solution volume of
0 �l was chosen as optimum due to the precision and minimum
olume of buffer solution consumed.

.2.4.2. Sample and reagent volumes. The influence of the sam-
le and PAN reagent volumes were studied between 10 and
00 �l at every 10 �l interval. The volumes of buffer solution
nd surfactant were kept constant at 30 �l. It was found that the
aximal response was obtained at a volume of 50 �l for sam-

le volume and it gave the best precision (0.20% R.S.D.). For
AN reagent volume, it was found that as the aspiration volume
ncreased the peak height increased up to 30 �l and remained
lmost constant afterwards. A volume of 30 �l was chosen as
n optimum reagent volume for subsequent measurements. In
ddition, this volume gave a fine base line in SIA grams.

.2.5. The effect of PAN concentration
The effect of PAN concentration was studied in the range

.0 × 10−5 to 2.0 × 10−6 mol l−1. The peak height increases
ith increasing concentration up till 5 × 10−5 mol l−1 and

tarted leveling off (Fig. 4). The concentration of PAN at
.0 × 10−5 and 10 × 10−5 mol l−1 have the best peak heights but
he %R.S.D. at 5.0 × 10−5 mol l−1 is lower than that obtained
t 10 × 10−5 hence the 5 × 10−5 mol l−1 PAN was chosen for
urther works.
.2.6. The effect of concentration of Triton X-100
Without addition of surfactant, Zn(II)–PAN complex cannot

e dissolved in aqueous phase thus in the system the precipitate

60 70 80 90 100
.09 4.07 4.07 4.06 4.08 4.09
.06 0.40 0.90 1.26 1.06 1.10

60 70 80 90 100
.20 4.19 4.19 4.18 4.18 4.19
.20 0.46 0.64 0.54 0.43 0.70

60 70 80 90 100
.22 4.19 4.17 4.21 4.17 4.18
.66 0.46 1.10 0.54 0.81 1.06
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Table 4
Tolerance limits of interferences ions on the determination of 1 �g ml−1 zinc(II)
at optimum conditions

Ion Tolerated ration of interferences
ions to zinc(II)

Ca2+, Mg2+, Al3+ 500a

Cu2+, Co2+, Ni2+ 750a

Fe3+, Mn2+ 50
Cd2+ 75
Pb2+ 250a

Cr2+, Ag+, Hg2+ 550
I

a
e

t
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o
s
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t
o
t
w
w
r
c
c
(
(
w
R.S.D. values of 1.32 and 1.24, respectively, were registered
ig. 4. Influence of the concentration of reagent, PAN on response and precision.

an accumulate on the tubing inner wall and flow cell, impair-
ng the instrumentation of the method. Concentration of this
urfactant plays an important role in the system designed. For
oncentration higher than 0.0130% (v/v) (critical micelle con-
entration), the products formed aggregated themselves. The
nfluence concentration of Triton X-100 was studied over the
ange 0.1–1.0% (v/v) and the volume of surfactant was kept
onstant at 30 �l. The response increased with an increase in
oncentration, the 1.0% (v/v) concentration was chosen for the
est peak height and precision of the method (Fig. 5). The higher
oncentration than 1.0% (v/v) did not recommend because it
aused high viscosity and the peak height did not related with
ample concentration.

.2.7. Effect of reaction coil dimensions
The effect of reaction coil diameter on peak height was

tudied from 0.51 to 1.60 mm (all lengths were 150 cm) at
ve different diameters based on availability. A coil diameter
f 0.7 mm gave the highest signal. As the diameter increased
eyond 0.70 mm the relative peak height decreased and also
orst precision was obtained.
.2.8. Interferences
The effect of metallic ion interferences on the determination

f 1 �g ml−1 zinc(II) using the proposed method were tested.
esults are summarized in Table 4. The tolerance limit was taken

ig. 5. Influence of concentration of Triton X-100 on response and precision.

(
4
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−, Cl− 1000

a More than this amount of ions cause precipitation.

s the concentration of added ion causing less than 3% relative
rror.

Fe(III), Mn(II) and Ca(II) are possible interfering species in
his method. The interfering species were eliminated by using
ppropriate masking agent and pH values Fe(III) by the addition
f sodium fluoride and Mn(II) and Ca(II) by addition of potas-
ium cyanide as masking agent, and the careful control of the
H of the buffer solution.

.3. Figures of merit

Using the optimized parameters listed in Table 5, the SIA sys-
em was evaluated for its response for different concentrations
f standard zinc(II) solutions. Under the optimum conditions,
he calibration curve was linear between 0.1 and 1.0 �g ml−1

ith the following calibration equation: Y = 56.835X + 0.895,
ith a correlation coefficient (R2) of 0.9997, where Y and X

epresent SIA signal as peak height in mV, and zinc(II) con-
entrations in �g ml−1, respectively. The detection limit was
alculated (S/N = 3σ, σ is the standard deviation of the blank
n = 10)) is 0.02 �g ml−1. The quantification limit was calculated
S/N = 10σ) is 0.06 �g ml−1. The repeatability of the method
as checked for 0.1 and 0.5 �g ml−1 standard solution, the
n = 10 measurements in each case). The sample throughput was
0 h−1.

able 5
ptimization parameters

arameters Optimized value

H of carbonate buffer solution 9.5

low rate
Flow rate of aspiration of sample and reagents 25 �l s−1

Flow rate of sending sample to detector 40 �l s−1

uffer aspiration volumes 30 �l
riton X-100 aspiration volumes 30 �l
ample aspiration volumes 50 �l
AN reagent aspiration volumes 30 �l
AN concentration 5 × 10−5 mol l−1

riton X-100 concentration 1% (v/v)
eaction coil diameter 0.7 mm
ave length 553 nm
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Table 6
Determination of zinc(II) in pharmaceutical preparations sample with the propose SIA method and flame atomic absorption spectrophotometric method

Sample SIA (mg/tablet) (n = 6) FAAS (mg/tablet) (n = 6) Calculated t-test value % labeled amount

Tablet 1 15.06 ± 0.21 14.89 ± 1.25 0.60 100.40
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[30] A.C.B. Dias, J.M.T. Carneiro, E.A.G. Zagatto, Talanta 63 (2004) 245.
ablet 2 14.90 ± 0.95 15.01 ± 0.60
ablet 3 15.08 ± 0.60 15.11 ± 1.18

he claimed value for all samples was 15 mg/tablet.

.4. Determination of zinc(II) in pharmaceutical samples

The developed SIA method has been satisfactorily applied to
he determination of zinc(II) in three commercial pharmaceuti-
al preparations. Centrum tablets were analyzed. Comparative
etermination of zinc(II) in the same sample solutions by atomic
bsorption spectrophotometry (AAS) was also carried out. The
inc(II) content found in pharmaceutical preparations by the
roposed SIA procedure and AAS was compared and then the
esults were given in Table 6. The null hypothesis was used and
-test with multiple samples (paired by difference) was applied
o examine whether the two methods differ significantly at 95%
onfidence level. The t calculated values for samples tablet 1,
and 3 are 0.60, 0.27 and 0.13, respectively, for SIA and AAS
ethods. The tabulated critical value of t at 95% confidence level

nd five degrees of freedom is 2.57 [32]. Since the calculated
alues is less than the critical value, the null hypothesis cannot
e rejected and it follows that there is no statistically significant
ifference between the two methods.

. Conclusions

The proposed SIA system for zinc(II) in pharmaceutical
reparation analysis respects to sensitivity, detection limit, sim-
licity, repeatability. Using non-ionic surfactant, Triton X-100,
educe the time for complex extraction into organic phase prior to
nalysis by spectrometric method. Moreover, it uses microlitres
f the reagent and solutions per analytical cycle. The system is
ully automated and is able to determine zinc(II) concentration
t a frequency of 40 samples/h with a relative standard devi-
tion <1.5%. The calibration graph is linear between 0.1 and
.0 �g ml−1 of zinc(II) with a detection limit 0.02 �g ml−1. The
ethod is suitable for routine analysis of zinc(II) in not only

harmaceuticals but also in environmental samples.
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13] J. Karpińska, M. Kulikowska, J. Pharm. Biomed. Anal. 29 (2002) 153.
14] D.S. de Jesus, R.J. Cassella, S.L.C. Ferreira, A.C.S. Costa, M.S. de Car-

valno, R.E. Santelli, Anal. Chim. Acta 366 (1998) 263.
15] A.S. Amin, Y.M. Issa, J. Pharm. Biomed. Anal. 31 (2003) 491.
16] P.L. Mulvankar, V.M. Slinde, Analyst 116 (1991) 1081.
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bstract

For elimination of copper interference in anodic stripping determinations of zinc at mercury and bismuth film electrodes gallium ions are usually
dded to the supporting electrolyte. In the presented studies novel ex situ formed gallium film electrode was applied for this purpose. The proposed

lectrode is less toxic than mercury one while the detection limit for zinc was lower than for bismuth film electrode following the same deposition
ime. The calibration graph for deposition time of 60 s was linear from 5 × 10−8 to 2 × 10−6 mol L−1. The determinations of zinc were carried out
rom undeaerated solutions. The proposed procedure was applied to zinc determination in certified reference material and tap water sample.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Anodic stripping voltammetry (ASV) is an accepted method
or trace metal determinations, including zinc. For zinc determi-
ations by the method a HMDE, a mercury film, a bismuth film
nd amalgam electrodes were used. Determination of zinc by
SV, especially at the mercury film and bismuth film electrodes,

s affected by the presence of copper in the analysed sam-
les. In the course of deposition of zinc, copper was deposited
imultaneously on the electrode, from typically used supporting
lectrolytes, and an intermetallic compound between copper and
inc was formed. In the stripping step the compound was oxi-
ised at a potential close to that of copper and as a consequence
he zinc peak decreased and the copper peak increased, com-
ared to these peaks obtained from solutions containing these
ons separately. The problem of a copper interference on a zinc
etermination by ASV is discussed in a number of papers [1–8]
hile typical approaches to solve the problem are summarised

n [9–11]. Addition of Ga(III) ions to a sample solutions is often

ecommended to minimise or eliminate copper interference on
inc determination. Ga(III) ions are reduced to a metallic state
uring the deposition step and preferentially reacts with copper.

∗ Corresponding author. Fax: +48 81 533 3348.
E-mail address: mkorolcz@hermes.umcs.lublin.pl (M. Korolczuk).
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s a result of this reaction an amount of zinc in the form of
n intermetallic compound with copper decreases. Addition of
a(III) ions to eliminate copper interference was often used for
easurements carried out at mercury film electrode [4–6] and

ismuth film electrode [12]. In the case of bismuth film electrode
he calibration plot for zinc is linear in the narrow range of zinc
oncentrations [13].

In this paper a new type of film electrode, gallium film
lectrode is proposed to eliminate copper interference on zinc
etermination by ASV. The principle of elimination of copper
nterference at gallium film electrode was the same as in the case
f mercury or bismuth film electrodes. Additionally calibration
raph obtained at gallium film electrode was linear in a wider
ange of zinc concentrations than in the case of bismuth film
lectrode.

. Experimental

.1. Apparatus

Measurements were performed using �Autolab Electro-

hemical Analyser, Eco Chemie, The Netherlands. The classical
hree-electrode quartz cell, volume 10 mL, consisting of a glassy
arbon electrode, a Pt electrode, and Ag/AgCl reference elec-
rode was used. A glassy carbon electrode of diameter 1 mm
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Fig. 1. The influence of gallium concentration in plating solution of pH 4.6 on
the Zn(II) peak current in subsequent measurement. Concentration of Zn(II):
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as polished daily using 0.3 �m alumina slurry on the Buehler
olishing pad. UV irradiation of water samples was carried out
n a quartz tube using UV-digester made by Mineral, Poland.

.2. Reagents

0.5 mol L−1 acetate buffer (pH 4.6) was prepared from Supra-
ure CH3COOH and NaOH·H2O, both obtained from Merck.
.01 mol L−1 Ga(NO3)3 was prepared from Ga(NO3)3 obtained
rom Johnson & Matthey. Standard solution of zinc at concen-
ration 1 g L−1 was obtained from Fluka. Certified reference
aterial TMRAIN-95 was obtained from the National Research
ouncil, Canada. Other reagents were obtained from POCh
oland, and used as received. All solutions were prepared with
illi-Q water.

.3. Sample preparation

Tap water sample was acidified to pH ca. 2 using Suprapure
NO3. Acidified water samples were digested by UV irradiation

or 3 h.

.4. Standard procedure of measurements

Gallium film electrode was prepared ex situ by electrolytic
eposition of gallium from stirred solution 0.05 mol L−1

H3COONa + 0.05 mol L−1 CH3COOH + 1 × 10−4 mol L−1

a(NO3)3. At first the potential of 0.5 V for 5 s was applied
o clean the electrode after preceding measurement. Then the
otential was changed to −1.75 V for 60 s and gallium film was
ormed.

Such a prepared gallium film electrode was used
or Zn(II) determination from solution 0.05 mol L−1

H3COONa + 0.05 mol L−1 CH3COOH + Zn(II). The potential
f the electrode was changed in the following sequence −1.75 V
or 5 s and −1.45 V for 60 s. At potential −1.75 V the gallium
lm, which can be oxidised as a result of contact with air,
as reduced to the metallic state. Experiments show that the

hort polarisation time of the electrode at potential −1.75 V
eads to most reproducible Zn(II) signal. During both steps
inc was deposited while the solution was stirred using a
agnetic stirring bar. Then, after a rest period of 5 s a square
ave voltammogram was recorded at frequency 20 Hz in the
otential range −1.25 to −0.75 V. The amplitude was 25 mV.
he measurements were carried out from undeaerated solutions.

. Results and discussion

Taking into account disadvantages of application of mercury
nd bismuth film electrodes for ASV of Zn(II) mentioned in
ntroduction it seemed desirable to find and alternative electrode

aterial for elimination of cooper interference in zinc deter-
ination. Preliminary experiments indicate that ex situ plated

allium film electrode can be exploited for Zn(II) determina-
ion in the presence of Cu(II) by ASV, so optimisation of the
arameters of determinations was carried out.

i
p

p
p

× 10−7 mol L−1. Deposition time of gallium and zinc was 60 s. Deposition
otential −1.75 V for gallium and −1.45 V for zinc.

.1. Optimisation of experimental conditions of gallium
lm formation

Three parameters were optimised: concentration of Ga(III)
ons in a plating solution, the potential of film formation and time
f film formation. The influence of these parameters on zinc peak
urrent obtained in subsequent measurement was studied. It was
bserved that the change of concentration of Ga(III) ions from 0
o 1 × 10−4 mol L−1 led to an increase of zinc peak current while
urther increase of Ga(III) concentration led to a slight decrease
f zinc peak current, as shown in Fig. 1. For further study, a
a(III) concentration of 1 × 10−4 mol L−1 in plating solution
as chosen. The influence of the potential of gallium film for-
ation on zinc peak current is presented in Fig. 2. For further

tudy potential of gallium film formation equal to −1.75 V was
hosen. The influence of time of gallium film formation on zinc
eak current is shown in Fig. 3. For further study the time of
lm formation of 60 s was chosen.

.2. Optimisation of conditions of zinc deposition

Influence of deposition potential and deposition time was
tudied for solution containing 4 × 10−7 mol L−1 Zn(II). Depo-
ition potential was changed from −1.1 to −1.6 V and the results
btained are presented in Fig. 4. The results indicate that the effi-
iency of zinc deposition is acceptable as the deposition potential
s more negative than −1.2 V. For further study an deposition

otential of −1.45 V was chosen.

Next, the effect of deposition time on the current of stripping
eak of zinc was investigated and it was observed that the strip-
ing peak height for zinc increased linearly with an increase of
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ig. 2. The influence of potential of gallium film formation on the Zn(II) peak
urrent. Concentration of Zn(II): 5 × 10−7 mol L−1. Concentration of Ga(III):
× 10−4 mol L−1. Other conditions as in Fig. 1.

he deposition time from 15 to 120 s. For further study, the depo-
ition time of 60 s was chosen, although for zinc determinations
t concentrations close to a detection limit a longer time of zinc
eposition is recommended.
.3. Analytical parameters

The calibration graph for deposition time of 60 s was linear
rom 5 × 10−8 to 2 × 10−6 mol L−1 and obeyed the equation

ig. 3. The influence of time of gallium film formation on Zn(II) peak cur-
ent. Concentration of Zn(II): 2.5 × 10−7 mol L−1. Concentration of Ga(III):
× 10−4 mol L−1. Other conditions as in Fig. 1.
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ig. 4. The influence of zinc deposition potential on its peak current. Concen-
ration of Zn(II): 4 × 10−7 mol L−1. Other conditions as in Fig. 1.

= 3.12x − 1.1, where y and x are peak current (nA) and Zn(II)
oncentration (nmol L−1), respectively. The linear correlation
oefficient was 0.9994. The relative standard deviation for a
n(II) concentration 5 × 10−7 mol L−1 was 4.8% (n = 7). The
etection limit estimated from 3σ for Zn(II) concentration
× 10−8 mol L−1 and deposition time of 60 s was about
.2 × 10−8 mol L−1. Comparable detection limit was reported
or bismuth film electrode, however, following deposition
ime of 600 s [14]. The voltammograms obtained for low

oncentrations of Zn(II) are shown in Fig. 5. Additionally
easurements for the calibration graphs for Zn(II) in the

resence of 5 × 10−7 and 2 × 10−6 mol L−1 of Cu(II) were
erformed. Calibration graph for Zn(II) obtained for solution

ig. 5. Square wave voltammograms for various Zn(II) concentrations: (a)
lank; (b) 5 × 10−8 mol L−1; (c) 1 × 10−7 mol L−1; (d) 2 × 10−7 mol L−1; (e)
× 10−7 mol L−1. Deposition time for zinc was 60 s.
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Fig. 6. The influence of [Cu(II)]/[Zn(II)] ratio on the relative signal in the pres-
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Table 1
Results of Zn(II) determination in certified reference material and tap water
sample

Sample Zn(II) concentration (�g L−1 ± S.D.)

Proposed method Reference value

CRM TMRAIN-95 10.6 ± 0.6 11.1 ± 2.33a

Tap water 1920 ± 130 1880 ± 43b

Tap water spiked with
10 mg L−1 Cu(II)

1850 ± 110
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nce and absence of Cu(II). Zn(II) concentrations: (a) 1 × 10−7 mol L−1; (b)
× 10−7 mol L−1; (c) 1 × 10−6 mol L−1. Deposition time for zinc: (a) 120 s; (b
nd c) 60 s.

ontaining 5 × 10−7 mol L−1 Cu(II) was linear from 5 × 10−8 to
× 10−6 mol L−1 and obeyed the equation y = 1.28x − 0.49. The

inear correlation coefficient was 0.9996. Calibration graph for
n(II) obtained for solution containing 2 × 10−6 mol L−1 Cu(II)
as linear from 2 × 10−7 to 2 × 10−6 mol L−1 and obeyed the

quation y = 0.88x − 0.10. The linear correlation coefficient was
.9995. Such results are better than those reported for bismuth
lm electrode where the linear calibration plot in the range
rom 5 × 10−7 to 3 × 10−6 mol L−1 was obtained [13].

.4. Copper interference

Special attention was paid to the copper interference and it
as studied for Zn(II) concentrations of 1 × 10−7, 3 × 10−7 and
× 10−6 mol L−1. The results obtained are presented in Fig. 6.
he results show that zinc peak current decreases as Cu(II) con-
entration increases. However, zinc peak is measurable even in
he presence of 10-fold excess of Cu(II) for all studied Zn(II)
oncentrations.

.5. Analytical applications

The proposed method was applied for Zn(II) determination
n rain water certified reference material, tap water and tap
ater spiked with Cu(II). Determinations were performed using
he method of standard additions. Results from Zn(II) deter-
inations were compared with the certified value and with

hat obtained by flame AAS, these are presented in Table 1.
he results obtained show that the proposed method can be

[
[

[

.D.: standard deviation (n = 5).
a Certified value.
b Result obtained by AAS.

uccessfully applied for determination of Zn(II) in natural water
amples.

. Conclusions

It has been shown that novel ex situ plated gallium film elec-
rode can be applied for Zn(II) determination by ASV even in
he presence of 10-fold excess of Cu(II). Such electrode can
eplace mercury film electrode usually used for Zn(II) deter-
ination by ASV. The calibration graph at the gallium film

lectrode is linear in the wider range of Zn(II) concentrations
s compared to the results reported for bismuth film electrode
13]. Advantage of the proposed electrode is also lower toxic-
ty of gallium as compared to mercury [15]. Preliminary results
how that the electrode can be used for determination of other
etal ions (e.g. Pb(II)). Research in our laboratory is progress-

ng towards expanding the scope and applications of gallium
lm electrodes.
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bstract

A coupling sensitive solid phase spectrophotometric (SPS) procedure for determination of traces of heavy metals (Me-SPS) and multicomponent
nalysis by multiple linear regressions (MA), a simple methodology for simultaneous determination of metals in mixtures was inaugurated. The Me-
PS procedure is based on sorption of heavy metals on PAN-resin and direct absorbance measurements of colour product Me-PAN sorbed on a solid
arrier in a 1-mm cell. This methodology (Me-SPS-MA) was checked by simultaneous determination of metals in synthetic mixtures with different
ompositions and contents of metals important in pharmaceutical practice: Zn, Pb, Cd, Cu, Co, and Ni. Good agreement between experimental and
heoretical amounts of heavy metals is obtained from the recovery test (78.3–110.0%). The proposed method enables determination of particular
etal ion at the ng mL−1 level and it was successfully applied to the determination impurities from heavy metal traces in pharmaceutical substances
Cu in ascorbic acid, Pb in glucose, and Zn in insulin). The proposed procedure could be possible contribution to the development of pharmacopoeial
ethodology for a heavy metals test.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Detection and determination of heavy metals in the area
f analytics and control of medicines are very important and
emanding tasks, and, therefore, drug analysis and quality con-
rol have required increasingly better analytical methods and
rocedures for solving specific problems in pharmaceutical and
n industrial production of medicines. Today, instrumental tech-
iques like atomic absorption spectrometry, X-ray fluorescence
pectrometry, and inductively coupled plasma-optical emission
pectrometry are widely used in the pharmaceutical and food
ndustry, as well as in other industrial branches, for the specific
etermination of metal traces.
According to most pharmacopoeias [1–4], the heavy metal
imit test, based on sulphide precipitation in a weakly acidic

edium and comparison with a lead solution at a concen-

∗ Corresponding author. Tel.: +385 1 49 200 89; fax: +385 1 49 200 89.
E-mail address: jadranka@pharma.hr (J. Vuković).
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; 1-(2-Pyridylazo)-2-naphthol; Heavy metal limit test

ration that is usually 10 ppm, has been employed for about
00 years [5]. This method is simple and has the advantage
f distinguishing a variety of heavy metal ions such as bis-
uth, copper, gold, lead, mercury, ruthenium, silver(I), and

in(II) with different colours. Furthermore, in addition to test-
ng for heavy metals in general, pharmacopoeias [1,2] also
equire specific testing for a number of individual heavy met-
ls, such as nickel in polyols and hardened fats, lead in sug-
rs, and iron in diverse substances. Clearly, the purpose now
s to detect contamination caused by toxicologically signifi-
ant heavy metals coming from manufacturing equipment and
rocesses. The experimental conditions chosen show that the
ocus of interest was on lead and cooper, two elements which
ormerly were widely used in factory equipment. In practice,
owever, the heavy metal limit test has several serious lim-
tations: it is non-selective and barely semi-quantitative. The

otal amount of heavy metals is expressed against lead, although

etals react with different sensitivity. Moreover, a compari-
on with the dark brown lead sulphide is not very expedient,
part from the colour of the sulphide formed, and there is no
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fore, a concentration-normalized spectrum of each system con-
taining 1 �mol L−1 of a particular metal in the wavelengths
range from 530 to 750 nm was measured according to Section
2.3. The elements of the K matrix are treated as the independent

Table 1
Characteristic wavelengths of analytical systems
086 J. Vuković et al. / Tala

nformation about the identity of the ion which causes the pos-
ible positive reaction. The major difference between methods
n particular pharmacopoeias is the source of the sulphide ion
6]: thioacetamide [1,3] or sodium sulphide [4] as precipitating
eagents.

Although various suggestions for improvements have been
ade, including abolition and replacement by more sophisti-

ated analytical methods [7,8], the test has held its ground,
ainly due to the lack of an alternative that provides the required

nformation with comparable ease and simplicity. A simple test
or heavy metals in aqueous solutions, which yields a measure
or the overall amount of heavy metals present, as well as the
dentity of the contaminating ions was suggested by Brozovic-
ohl et al. [9]. The procedure was based on treatment of solutions
ith diethyldithiocarbamic acid and determination of the total

mount of metal ions and identification of metals by TLC. The
ain limitation of this method is that it is unspecific measure

or the total amount of the ions and does not specify the content
f particular metal ions.

Since simple, sensitive, low cost solid phase spectrophotom-
try (SPS) [10–12] has an important role in quantitative analysis
f inorganic [13–16] and organic traces [17–19], the usefulness
f this methodology can be extended to the microanalysis of
eavy metals in pharmaceutical samples to meet the need to
ntroduce novel methods into pharmacopoeia.

The aim of this work is to develop simple and sensitive
PS procedure coupled with powerful multicomponent analysis
20] that could be used for investigation of total and particular
eavy metal contents in pharmaceutical samples. The multivari-
te calibration methods for multicomponent analysis in SPS are
eported and used in several papers related to inorganic [21,22]
nd mainly organic analysis [23–27].

The basic idea of the SPS method for determination of
ickel with PAN (1-(2-pyridylazo)-2-naphthol) presorbed resin
as already been proposed by Yoshimura et al. [28]. Since
he procedure was extended to the simultaneous determination
f other metals, some experimental conditions were changed
nd therefore the optimization of the Me-SPS procedure
as done to obtain good performance characteristics for the

elected method. Different solid phase extractors including
on exchange resins [29–32], alumina [33], and polymeric

embranes [34,35] impregnated with PAN are used as
ystems for the preconcentration of different analytes. The
race species preconcentrated on PAN impregnated solid
arriers are determined by different instrumental techniques
30,33,34,36–38]. Quality control and standardization of the

e-SPS procedure were performed by using a comprehensive
revalidation strategy proposed by Grdinić and Vuković
39].

. Experimental

.1. Apparatus
A double beam UV-Visible Spectrophotometer Cary 50 Bio
Varian, Inc., Palo Alto, USA) with 1 mm quartz cells was used
or all absorbance measurements.

λ

λ

1 (2007) 2085–2091

.2. Reagents

All chemicals were of analytical-reagent grade and doubly
istilled water was used throughout this work. Working standard
olutions of metals with desired concentrations were prepared
y appropriate dilution of the standard stock solution of each
etal: Zn, Pb, Cd, Cu, Ni, and Co (Kishida, Japan). A 0.1%

AN solution was prepared daily by dissolving 0.1 g of PAN
Kemika, Croatia) in 100 mL of methyl alcohol. For prepara-
ion of 0.5 mol L−1 of HEPES buffer solution (pH 8.0), a 30 g
f HEPES (Dojin, Japan) was dissolved in 250 mL of doubly
istilled water and the pH was adjusted with 1 mol L−1 NH3.

Thirty grams of cation exchanger AG 50W-X2-H+

150–300 �m) (Bio-Rad Laboratories, USA) was added to about
00 mL of solution containing 24 mL of 0.1% PAN and the
ixture was stirred. After 1 h of stirring, the PAN-resin was con-

erted into the sodium form by addition of 1.0 L of 0.5 mol L−1

aOH, and the mixture was stirred for another 1 h. The resins
ere washed with water and dried in the air. The prepared resin
as kept in a container at +4 ◦C.

.3. General measurement procedure

Into a 200 mL solution containing 0.05–1.0 �mol L−1of tar-
et heavy metal ions and 20 mL of the 0.5 M HEPES buffer
olution (pH 8.0), 0.20 g of PAN-resin was added; and the mix-
ure was stirred for 30 min. The absorbances of sample (AS) and
lanks (AB), at the absorption maximum of the reaction product
e-PAN in the resin phase (λ1) and in the range where only the

esin absorbs light (λ2), were measured in a 1-mm optical path
ength quartz cell (Table 1). The net absorbance of the product
pecies Me-PAN in the resin phase was calculated according to
q. (1):

net = AS − AB = (ASλ1 − ABλ1 ) − (ASλ2 − ABλ2 ) (1)

he difference in absorbances at absorption maximum and non-
bsorption wavelengths was used to give better results for the
etermination of traces of metals.

.4. Methodological model for multicomponent analysis

.4.1. Establishment of absorptivity matrix K
The first step in the multicomponent analysis is establishment

f the absorptivity matrix K, where the matrix elements, which
re the absorptivities of the m components at the n wavelengths,
an be obtained from the spectra of the pure components. There-
Zn-SPS Pb-SPS Cd-SPS Cu-SPS Ni-SPS Co-SPS

1 554 554 554 554 565 625

2 750 750 750 750 750 750
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ariables and the number of wavelengths must be at least equal
o or greater than the number of components. Matrix elements
ere apparent molar absorptivities ε (L �mol−1 mm−1) calcu-

ated at 13 wavelengths from recorded spectra of each metal. The
rder of the matrix (m × n) used for multicomponent analysis
epends on the number of metals in mixture. For example, for
etermination of metals in six-component system, the absorp-
ivity matrix K (6 × 13), i.e., six components at 13 wavelengths,
as used as shown in Eq. (2):

(2)

.4.2. Determination of metals in the synthetic mixtures
The proposed procedure (Me-SPS with multicomponent anal-

sis, Me-SPS-MA) was checked by simultaneous determination
f metals in synthetic mixtures with different composition and
ontents of metals. Analytical systems investigated were: S1
Zn, Co), S2 (Zn, Ni, Co), S3 (Zn, Pb, Cd), S4 (Zn, Pb, Cu,
o), S5 (Zn, Pb, Cu, Ni, Co), and S6 (Zn, Pb, Cd, Cu, Ni, Co).
he concentrations of particular metals in investigated mixtures
ere varied from 0.05 to 1.0 �mol L−1. Measurements were per-

ormed according to Section 2.3. Calculations were performed
sing an appropriate absorptivity matrix K and a set of equa-
ions for multiple linear regression [20,40]. To meet the need
or faster calculations, software for multicomponent analysis of
ixtures by multiple linear regressions called SPIS was recently

eveloped by the authors.

.5. Procedures for the determination of metals in
harmaceutical substances

.5.1. Determination of copper in ascorbic acid
A 2.0 g substance to be examined was dissolved in 25 mL of

.5 mol L−1 HEPES buffer solution. Such a prepared sample was
iluted with water up to 200 mL and Section 2.3 was performed.
he content of copper was determined according to Section 2.4.

.5.2. Determination of lead in glucose
A 20.0 g substance to be examined was dissolved in 100 mL

ater. To the 50.0 mL of sample, 20 mL of 0.5 mol L−1 HEPES
uffer solution were added, the solution was diluted to 200 mL
ith water and Section 2.3 was performed. The content of lead
as determined according to Section 2.4.

.5.3. Determination of zinc in insulin
A 50.0 mg substance to be examined was dissolved in 5 mL

−1
f 0.01 mol L hydrochloric acid and diluted to 25 mL with
ater. To the 0.25 mL of solution, 20 mL of 0.5 mol L−1 HEPES
uffer solution was added, the solution was diluted to 200 mL
ith water, and Section 2.3 was performed. The content of zinc
as determined according to Section 2.4.

r
t
r
d
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.6. Distribution measurement

In order to determine distribution ratio D (mol of product
orbed per g of ion exchanger/mol of product per mL of solu-
ion) of the target metal ions between the resin and aqueous
olution, 200 mL (Vsol) of aqueous solution containing an appro-
riate amount of metal (C1) and 20 mL of 0.5 mol L−1 HEPES
uffer solution were equilibrated with 0.5 g (mr) of PAN-resin.
fter 30 min of equilibration, the ion exchanger (mr) was sep-

rated from the solution by filtration and the net absorbance,
1, of the solid phase was measured (Section 2.3). To the fil-

rate, an additional amount of resin (0.5 g) was added and the
olution was stirred for 30 min. The net exchanger absorbance,
2, was measured again according to Section 2.3. The distri-
ution ratio, D, was calculated from the following equation
41]:

= [C1 − (C1A2/A1)]/mr

(C1A2/A1)/Vsol
=
(
A1

A2
− 1

)
Vsol

mr
(3)

.7. Execution of prevalidation

The prevalidation strategy included a total of 24 measure-
ents (n) divided into 6 analytical groups (j) of 4 experiments

ach (i) related to measured and blank values. Standards
nd blanks were measured in a standard working range of 1
ower of 10 (1.0xU = x1 = 0.50 �mol, upper level of analyte,
.8xU = x2 = 0.40 �mol, 0.6xU = x3 = 0.30 �mol, 0.4xU = x4 =
.20 �mol, 0.2xU = x5 = 0.10 �mol, and 0.1xU = x6 = xL =
.05 �mol, lower level of analyte), alternately in the following
roup sequence: 1, 6, 2, 5, 3, 4. Working standard solutions for
he prevalidation procedure were prepared by an appropriate
ilution of the standard stock solution, and measurements
ere performed according to Section 2.3. Blank solutions
ere prepared and absorbances were identically measured, but
ithout the analyte. Mathematical/statistical tests included:

haracterization of groups 1–6, checking of groups 1 and
, testing of data homogeneity, estimation of calibration
nd analytical evaluation functions, outlier recognition, and
stimation of limiting values. The prevalidation strategy was
ystematically explained in the paper [39]. The prevalidation
xpert system was applied for evaluation and quality control of
he Me-SPS procedure. Analytical and instrumental parameters
ere presented in Table 2.

. Results and discussion

A fast and sensitive one-step SPS-procedure, using a sen-
itive but not selective PAN reagent, was optimized and used
or determination of heavy metals which are important in phar-
aceutical practice (Zn, Pb, Cd, Cu, Co, and Ni). In this SPS

rocedure, the resin presorbed with PAN reagent was used as a

esinous reagent (PAN-resin) [28]. The reagent concentration on
he resin was constant, irreversibly sorbed on a cation-exchange
esin and developed a coloured complex with a small amount of
ifferent metals in the resin phase. The excess of uncomplexed
AN was not desorbed during the equilibration.
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Table 2
Analytical and instrumental parameters

Parameters Zn-SPS system

Analytical
Analyte Zinc
Analyte working range (�mol) 0.05–0.50
Reagent PAN
Total volume (mL) 200
Matrix –

Instrumental
Method Solid phase spectrophotometry
Instrument UV-Visible Spectrophotometer

Cary 50 Bio

Wavelength (nm)
λ1 554
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Table 3
Distribution ratios of the products Me-PAN

Metal c (nmol mL−1) D (×104 mL g−1)

Zn 1 1.90
Pb 1 1.34
Cd 1 0.26
Cu 1 1.55
N
C
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λ2 750
Cell (l = 1.0 cm) Quartz cell with spacer
Optical path length (cm) 0.1

.1. Spectral characteristics in the resin phase

The majority of the products Me-PAN (Zn-PAN, Pb-PAN, Cd-
AN, Cu-PAN, and Ni-PAN) sorbed on resin phase showed max-
mum absorbance in the range from 554 to 560 nm (Fig. 1). In
he same wavelengths range, the absorbance of the reagent blank
as fairly small. Products Zn-PAN and Ni-PAN possessed a sec-
nd maximum around 520 nm. Absorption spectra of Co-PAN
ignificantly differed from the others and showed two maxima
t 584 and 625 nm.

Above 700 nm, the products fixed in the resin phase did not
bsorb light. The fixation and preconcentration of the coloured
pecies in the small volume of the ion-exchange resin were
nfluenced by this noticeable increase in sensitivity. The appar-
nt molar absorptivities of Zn, Pb, Cd, Cu, Ni, and Co were
.26 × 107, 3.02 × 106, 3.73 × 106, 7.08 × 106, 1.32 × 107, and
.42 × 106 L mol−1 cm−1, respectively. These results pointed to
he high sensitivity of proposed SPS method. The distribution
atios (D) of metal ions were determined according to Sec-
ion 2.6. Four replicate determinations were performed for each
etal and the results were presented in Table 3.
Very high values of distribution ratios show that all metals can

e almost completely sorbed on the resin from the surrounding
olution.

ig. 1. Absorption spectra of products Me-PAN. Reaction conditions: 0.20 g
f PAN-resin; Vsample = 200 mL, optical cell length: 1 mm; a: blank; b:
.8 �mol L−1 Zn; c: 0.9 �mol L−1 Pb; d: 0.5 �mol L−1 Cd; e: 0.5 �mol L−1

u; f: 1 �mol L−1 Ni; and g: 0.5 �mol L−1 Co.
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i 1 4.00
o 1 4.52

.2. Optimization of experimental conditions

The parameters optimized in a series of experiments for
he establishment of optimum analytical working conditions
ere: pH-dependence of colour development, time-dependence
f colour development, the amount of resin, and stability of
orbed Me-PAN products.

A study of the effect of pH on the product formation and
orption on resin revealed that the pH-range from 7.0 to 8.0 is
he most convenient for all metals investigated. The pH could be
atisfactorily adjusted by addition of 20 mL 0.5 mol L−1 HEPES
uffer solution (pH 8.0). The influence of the amount of resin on
ensitivity was studied with quantities from 0.05 to 0.5 g of resin.
he amount of resin, 0.2 g, which gave the highest absorbance
nd greatest ease in handling, was used in all measurements. The
ptimum stirring time to reach completion in the ion-exchange
tep within a short time was 30 min in the case of all investigated
etals. The sorbed Me-PAN species were stable for at least 24 h

fter equilibration.

.3. Analysis of prevalidation results

Starting prevalidation data were: the amount of zinc (x)
ithin the working range from 0.05 to 0.50 �mol, absorbances
btained from measurements of the blank (B) and the sample
y), as well as the corrected absorbance (S) obtained by simple
alculation of y − B. The results of complete prevalidation con-
rmed the validity of the Me-SPS procedure which is character-

zed with favourable metrological characteristics summarized in
able 4.

.3.1. Characterization of groups 1–6
Standard and relative standard deviations of absorbances

btained from measurements of the blank (SrB from ±1.71%
o ±3.85%), sample (Sry from ±0.68% to ±2.52%), and cor-
ected absorbances (Srs from ±0.68% to ±4.15%) showed that
high level of precision was attained for the Me-SPS proce-

ure in accordance with strict prevalidation criteria (Sr < ±5%)
39]. Measures of particular sensitivities (An = Sn/xn) were from
.385 to 1.622, with relative standard deviations from ±0.68%
o ±4.15%, respectively.
.3.2. Checking of limiting groups 1 and 6
In the Me-SPS procedure, the blank signal is significantly

ower than the gross signal at lower analyte levels, signif-
cant influence of blank dispersions on SM is not expected
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Table 4
Prevalidation characteristics of Me-SPS procedure

Parameter Me-SPS procedure

Working range (�mol) 0.05–0.50
Information value range (absorbance units) 0.069–0.811
Analyte–signal relationship r = 0.9981
Calibration function Ŝ = 1.606x
Analytical evaluation function x̂ = 0.62S
Standard deviation of procedure ±0.0064
Limit of detection, LD (�mol) 0.004
Limit of quantitation, LQ (�mol) 1.011

Groups data
Actual (�mol) 0.500 0.400 0.300 0.200 0.100 0.050
Found (�mol) 0.505 0.397 0.302 0.194 0.094 0.043

Random deviations
Sx̂ (�mol) ±0.003 ±0.006 ±0.005 ±0.004 ±0.002 ±0.002
Srx̂ (%) ±0.67 ±1.43 ±1.65 ±2.11 ±2.07 ±4.15

Systematic deviations, �x̄
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(x), and appropriate found values (x̂), as well as random and sys-
Absolute (�mol) +0.005 −0.003
Relative (%) +0.95 −0.73

SrB1 = ±3.85%, SrB6 = ±2.44%) and the determination limit is
xpected to be below x6. Relative standard deviation values for
ross and corrected measurements at xU and xL lie below ±2.5%
Sry1 = ±0.68%, Srs1 = ±0.68%) and ±25% (Sry6 = ±2.52%,
rs6 = ±4.15%), respectively. Furthermore, gross and blank
ignals could be readily distinguished (R = 15.00). Even the
reliminary linearity check, as applied to particular sensitivity
alues, showed that a linear calibration function was not
xpected (R = 8.11), so complete and systematic evaluation of
alibration function was necessary.

.3.3. Testing of data homogeneity
Analysis of variance applied to the six groups of blank

alues in the Me-SPS procedure indicated a high homogene-
ty of blank values (R = 0.59). Additional checking of blank
omogeneity showed that the influence of blank values is
ot negligible since information obtained for the grand blank
ean is not small enough in relation to information obtained

t the upper analyte level. Homogeneity testing applied to
and Sr values for blanks (B), gross signals (y), corrected

ignals (S), and particular sensitivity values (A), as well as
o the values of the apparent mass of the analyte (x̂), using
he very valuable Bartlett test, pointed to a strongly homoge-
ous standard and relative standard deviations of all investi-
ated values (R = 2.37–8.39). Furthermore, the total Sr value
or blank measurements was below ±50% (SrBN = ±3.12%).
avourable homogeneity testing results impose the need to cor-
ect each y value with the grand blank mean in the Me-SPS
rocedure.

.3.4. Signal–concentration relationship

The characteristic data evaluated by method of the least

quares for preliminary inspection of the relationship between
ignal values and content of analyte were: determination coef-
cient (r2 = 0.9997), slope of a line (b = 1.6451), intercept

t
M
l
c

0.002 −0.006 −0.006 −0.007
0.83 −3.06 −6.33 −13.80

f a line (a = −0.0140), errors in the slope (Sb = ±0.0427),
nd intercept (Sa = ±0.0004). For the Me-SPS system, a sta-
istical t-test showed that significant correlation does exist
R = 180.84). Systematic evaluation of analytical functions
n the complete analyte working range, using a standard-
zed mathematical/statistical procedure [39], showed that both
deal calibration and analytical evaluation function were found
Table 4). Other characteristic data were mean errors of cal-
bration (SV = ±0.0069) and analytical evaluation constants
SV = ±0.0027), as well as the standard deviation of the analyti-
al procedure (SM = ±0.0064) in the given working range. From
he final calibration and analytical evaluation function, appar-
nt signal values (Ŝ) and apparent amounts of analyte (x̂) were
valuated.

.3.5. Outlier recognition
Testing for the regression outliers in the prevalidation pro-

ess revealed no influence on the homogeneity of the data,
ince no outlying value is observed in the investigated proce-
ure.

.3.6. Estimation of limiting values
According to recently adopted concepts of limiting val-

es [42], the estimated values of the limit of detection
LD = 0.004 �mol) and quantitation (LQ = 0.011 �mol) were sig-
ificantly lower then the amount of analyte at the lower analyte
evel. These calculated values being below the respective x6 level
onfirmed the quality of the measurements.

Analysis of variance, the Bartlett test, reality of linear analyt-
cal evaluation function, agreement of actual amounts of analyte
ematic deviations confirmed the quality and usefulness of the
e-SPS system, which is characterized with favourable metro-

ogical characteristics. The extensive prevalidation metrological
haracteristics are summarized in Table 4.
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Table 5
Content of particular metal in mixtures

Metal Added
(�mol L−1)

Found
(�mol L−1)

Recovery
(%)

Matrix

Zn 0.125 0.123 98.4 Pb, Cd
1.000 1.085 108.5 Co

Pb 0.250 0.250 100.0 Zn, Cu, Co
0.300 0.290 96.7 Zn, Cu, Ni, Co

Cd 0.500 0.488 97.6 Zn, Pb
Cu 0.750 0.730 97.3 Zn, Pb, Co

Ni 0.100 0.104 104.0 Zn, Pb, Cu, Co
0.125 0.125 100.0 Zn, Co
0.125 0.132 105.6 Zn, Pb, Cd, Cu, Co
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Table 7
Copper in ascorbic acid

Sample Amount of Cu (�mol L−1) Sr (%) Recovery (%)

Added Found

Ascorbic acid 0.080 0.082 3.78 102.1
0.480 0.487 0.79 101.4
0.800 0.792 0.27 99.0

Table 8
Lead in glucose

Sample Amount of Pb (�mol L−1) Sr (%) Recovery (%)

Added Found

Glucose 0.150 0.149 3.09 99.5
0.300 0.296 0.85 98.5
0.900 0.903 1.28 100.4

Table 9
Zinc in insulin

Sample Amount of Zn (�mol L−1) Sr (%) Recovery (%)

Added Found

Insulin 0 0.098 4.41 –
0.050 0.152 1.25 108.0

T
2

e
T

4

s
m
T

o 0.250 0.253 101.2 Zn, Pb, Cd, Cu, Ni
1.000 1.000 100.0 Zn

.4. Applicability of Me-SPS-MA procedure

.4.1. Synthetic mixtures
Simultaneous determination of heavy metals in analytical

ystems with different composition and content of metals was
erformed to check the usefulness of the Me-SPS-MA procedure.
lthough Me-PAN complexes sorbed on resin showed similar

bsorption spectra, there are some differences in spectral char-
cteristics and sensitivity. The difference in absorption spectra
ogether with powerful multicomponent analysis made simulta-
eous determination of metals in mixture possible. An appropri-
te absorptivity matrix K was obtained according to a procedure
or the establishment of absorptivity matrix K, and determina-
ion of particular metal in the mixture, as well as total amount of

etals in mixtures was performed according to a procedure for
he determination of metals in the synthetic mixtures. A good
greement between experimental and theoretical amounts of
eavy metals, as well as favourable recoveries confirmed the
alidity of this methodological approach (Tables 5 and 6).

.4.2. Pharmaceutical samples
The inaugurated procedure was applied for the determina-

ion of copper in ascorbic acid, lead in glucose, and zinc in
nsulin (Tables 7–9). For all pharmaceutical substances, the

uropean Pharmacopoeia [1] recommends determination of par-

icular heavy metals. For samples of ascorbic acid and glucose
xamined, measurable quantities of Cu and Pb were not found.

able 6
ontent of total metals in mixtures

nalytical system Added
(�mol L−1)

Found
(�mol L−1)

Recovery
(%)

1 (Zn, Co) 0.750 0.744 98.7
1.000 1.000 100.0

2 (Zn, Ni, Co) 0.750 0.750 100.5
3 (Zn, Pb, Cd) 1.050 1.083 103.1
4 (Zn, Pb, Cu, Co) 0.700 0.712 101.7
5 (Zn, Pb, Cu, Ni, Co) 1.000 0.977 97.7
6 (Zn, Pb, Cd, Cu, Ni, Co) 1.300 1.232 94.8

d
O
t
T
s
c
a
m
s
o
o
r
i
t
S
p

0.100 0.200 7.63 102.0
0.300 0.403 2.83 101.7

he sample of insulin contained 0.098 �mol L−1 of zinc, that is,
.6 mg Zn per g of insulin.

In order to check the accuracy of the proposed method, recov-
ry experiments for different amounts of metals were carried out.
he results confirmed the validity of the proposed method.

. Conclusions

Combining a sensitive SPS-technique and a sensitive but non-
elective PAN reagent, procedure for the determination of heavy
etals important in pharmaceutical practice has been developed.
his simple, fast, sensitive, and low-cost procedure enables
etermination of particular metal ion at the ng mL−1 level.
ptimal working conditions were: PAN-resin, 0.2 g, pH 8.0,

ime colour development, 30 min, and sample volume, 200 mL.
he prevalidation strategy confirmed the quality of the Me-SPS
ystem which was characterized with acceptable metrological
haracteristics. A combination of sensitive Me-SPS procedure
nd a chemometric algorithm of multicomponent analysis by
ultiple linear regressions was used for development of this

ensitive and fast methodological approach for the simultane-
us determination of heavy metals in a mixture without previ-
us concentration or separation (Me-SPS-MA). Although PAN
eagent is sensitive but non-selective, differences in sensitiv-

ty and spectral characteristic of Me-PAN complexes were used
o establish this methodological approach. The proposed Me-
PS-MA procedure was checked by determination of total and
articular amounts of metals in synthetic mixtures with different
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ompositions and contents of metals. Good agreement between
xperimental and theoretical amounts of heavy metals, as well
s favourable recoveries confirmed the validity of this method-
logical approach. The proposed methodology was successfully
pplied to the determination of heavy metal traces as impuri-
ies in pharmaceutical substances (Cu in ascorbic acid, Pb in
lucose, and Zn in insulin). Inaugurated Me-SPS-MA procedure
ives new impetus to the investigations and development of ana-
ytical procedures for the needs of pharmacopoeia, as well as
rug quality control in general and could be applied to routine
harmaceutical analysis.
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bstract

A mild, efficient and convenient extraction method of using 2-mercaptoethanol contained extractant solution combined with an incubator
haker for determination of mercury species in biological samples by HPLC–ICP-MS has been developed. The effects of the concentration of
-mercaptoethanol, the composition of the extractant solution and the shaking time on the efficiency of mercury extraction were evaluated. The
ptimization experiments indicated that the quantitative extraction of mercury species from biological samples could be achieved by using 0.1%
v/v) HCl, 0.1% (v/v) 2-mercapoethanol and 0.15% (m/v) KCl extractant solution in an incubator shaker for shaking overnight (about 12 h) at
oom temperature. The established method was validated by analysis of various biological certified reference materials, including NRCC DOLT-3
dogfish liver), IAEA 436 (tuna fish), IAEA MA-B-3/TM (garfish filet), IAEA MA-M-2/TM (mussel tissue), GBW 08193 (bovine liver) and GBW
8572 (prawn). The analytical results of the reference materials were in good agreement with the certified or reference values of both methyl and
otal mercury, indicating that no distinguishable transformation between mercury species had occurred during the extraction and determination
rocedures. The limit of detection (LOD) for methyl (CH Hg+) and inorganic mercury (Hg2+) by the method are both as 0.2 �g L−1. The relative
3

tandard deviation (R.S.D.s) for CH3Hg+ and Hg2+ are 3.0% and 5.8%, respectively. The advantages of the developed extraction method are that
1) it is easy to operate in HPLC–ICP-MS for mercury species determination since the extracted solution can be directly injected into the HPLC
olumn without pH adjustment and (2) the memory effect of mercury in the ICP-MS measurement system can be reduced.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Mercury (Hg) is one of the most hazardous pollutants in the
nvironment. It has been introduced into the environment as
hree major forms, elemental Hg0, inorganic Hg2+ and organic
g. The inorganic mercury (Hg2+) and monomethylmercury

CH3Hg+) are the two major species generally found in various

iological samples [1]. The differences of mercury species
n bioavailability and toxicity make it important to develop

method to simultaneously determine mercury species in

∗ Corresponding author. Tel.: +86 10 88233209; fax: +86 10 88233186.
E-mail address: fengwy@mail.ihep.ac.cn (W. Feng).
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; Memory effect

iological samples with high sensitivity, good accuracy and
onvenience.

Nowadays the reliable analysis of mercury species has been
ainly achieved by hyphenated techniques, including gas chro-
atography (GC), high performance liquid chromatography

HPLC) coupled with a mercury-selective detection technique,
uch as atomic fluorescence spectrometry (AFS), atomic
mission spectrometry (AES), atomic absorption spectrometry
AAS) and inductively coupled plasma-mass spectrometry
ICP-MS) [1–3]. Among the methods mentioned above, the

oupling of HPLC to ICP-MS appears to be one of the most
ommon methods for mercury speciation analysis because of
ts easiness of sample preparation, simplicity of the interface
o the detector, availability of the isotope ratio information
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Table 1
Operating conditions of Thermo X7 ICP-MS

Plasma conditions
Forward power (W) 1300
Plasma gas flow rate (L min−1) 13.5
Auxiliary gas flow rate (L min−1) 0.75
Nebulizer gas flow rate (L min−1) 0.84
Nebulizer Glass concentric
Spray chamber Quartz impact bead

Measurement parameters
Acquisition mode Continuousa or time resolved

analysisb

Isotope monitored 202Hg
Dwell time per point (ms) 10a, 100b

Replicates 3a, 1b

Total analysis time (s) 35a, 800b
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nd specificity of the signal intensity of the determined
lement [4].

In spite of significant progress in mercury analytical
nstruments, reliable results are mainly dependent upon sample
reparation. The extraction of mercury species from the sample
atrix is recognized as one of the most crucial steps before

etermination. The traditional extraction methods include acid
eaching [5], alkaline digestion [6] and stream distillation [7].
he drawbacks of these methods include complicated procedure,

ow efficiency, high solvent consumption and mercury loss dur-
ng pretreatment. Additionally, various extraction techniques,
uch as distillation, acid and alkaline extraction, have been
emonstrated to have tendency to form artificial methylmercury
rom inorganic mercury during sample preparation [8,9].
ecently, microwave- [10] and ultrasound-assisted extraction

11] have been used to elevate the efficiency of mercury extrac-
ion. However, there still exist some problems for such methods.
he concentrated acid or alkali, high temperature and high pres-
ure still have to be used. After extraction, most of the methods
eed a further derivatization treatment or pH adjustment of the
xtracted solution for GC or HPLC separation. Consequently,
here is still an increasing possibility of transformation between

ercury species during sample preparation. This possibility
ay be due to the oxidative energy creation during the

onolysis of solvent [12] or the high temperature and pressure
uring the microwave-assisted extraction [13]. Qvarnstrom and
rech [14] showed that significant transformation took place
uring ultrasound-assisted alkaline digestion of biological
amples.

A successful extraction procedure for speciation anal-
sis requires high extraction efficiency, and more impor-
antly, all original species must keep intact prior to analy-
is. In order to lower the possibility of mercury transforma-
ion during pretreatment, a mild extraction method by using
f a 2-mercaptoethanol contained extractant solution com-
ined with an incubator shaker is developed to quantitatively
xtract inorganic and methylmercury from biological sam-
les in this work. The effects of the concentration of 2-
ercaptoethanol, the composition of the extractant solution

nd the shaking time on the extraction efficiency of mer-
ury were carefully evaluated. After extraction, total mer-
ury and mercury species were determined by ICP-MS and
PLC–ICP-MS, respectively. The developed method was vali-
ated by analysis of various biological certified reference mate-
ials.

. Experimental

.1. Instrumentation

An incubator shaker was supplied by Donglian Electronic &
echnology Development Company (Harbin, PR China).

The high performance liquid chromatography system used

or the separation of methyl and inorganic mercury consisted of a

aters metal-free 626 gradient pump, a Rheodyne 7725 injector
ith a 50 �L sample loop and a reverse phase column (Symme-

ry Shield RP18 column, 150 mm × 3.9 mm, 5 �m, Waters). The

M
s
G
t

a For total mercury analysis.
b For mercury speciation analysis.

obile phase flow rate was 1 mL/min. The outlet of the column
as directly connected to the nebulizer of an ICP-MS system
y a PEEK tubing (Ø = 0.13 mm).

The determination of mercury was carried out on a Thermo
7 ICP-MS (Thermo Electron Corp., Waltham, USA) through

ll the experiment. The mass calibration of the ICP-MS instru-
ent was tuned daily with a tuning solution of 5 �g L−1 Be,
o, In and U in 5% (v/v) methanol for speciation analysis or in

he extraction solution for total mercury analysis. The optimal
peration conditions and data acquisition parameters are given
n Table 1.

.2. Reagents and materials

The guaranteed grade hydrochloric acid, HPLC grade
ethanol, analytical grade potassium chloride and ammonium

cetate were obtained from Beijing Chemical Reagents Com-
any (Beijing, China). The guaranteed grade 2-mercaptoethanol
as supplied by Nacalai Tesque Inc. (Kyoto, Japan). Ultra-pure
ater (18.2 M� cm−1) from a Milli-Q water purification system

Millipore, MA, USA) was used.
A standard solution of 1000 mg Hg L−1 of Hg2+ in 10% (v/v)

NO3 was purchased from AccuStandard Inc. (Connecticut,
SA). The methylmercury chloride (CH3HgCl) was supplied
y Riedel-de Haën (Seelze, Germany) and a stock solution of
000 mg Hg L−1 was prepared by dissolving CH3HgCl in 10%
v/v) HNO3. All the stock standard solutions were protected
rom light and stored at 4 ◦C. The mercury working standards
ere prepared daily by proper dilution with the extractant solu-

ion.
The HPLC mobile phase containing 5% (v/v) methanol, 0.1%

v/v) 2-mercaptoethanol and 0.06 mol L−1 ammonium acetate
as used.
Several certified reference materials (CRMs), including

RCC DOLT-3 (dogfish liver), IAEA 436 (tuna fish), IAEA

A-B-3/TM (garfish muscle), IAEA MA-M-2/TM (mussel tis-

ue), GBW 08193 (bovine liver), GBW 08572 (prawn) and
BW 07601 (human hair), were used for method valida-

ion.
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Fig. 1. Effect of the concentration of 2-mercaptoethanol on the extraction of total
mercury from NRCC DOLT-3 and IAEA 436. The extractant solution contained
2-mercaptoethanol, 0.1% (v/v) HCl and 0.15% (m/v) KCl. The samples were
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.3. Procedure

The sample (about 100 mg) was accurately weighed into a
0 mL capped polyethylene centrifuge tube. Then, 5 mL of the
xtractant solution were added. Subsequently, the mixture solu-
ion was put into an incubator shaker for shaking overnight
about 12 h) at room temperature. Afterwards, the supernatant
as collected by centrifugation at 3000 rpm for about 10 min.
he residue was vortexed with another 5 mL extraction solu-

ion for about 1 min, and then centrifuged. The two portions
f the resulting supernatant solution were mixed together and
assed through a 0.45 �m filter prior to analysis. Blanks were
repared along with the samples in each batch. The total
ercury concentration in the extracted solution was analyzed

y ICP-MS in a continuous mode and mercury species were
nalyzed by HPLC–ICP-MS in time resolved analysis (TRA)
ode.

. Results and discussion

.1. Effect of extractant solution composition

The composition of extractant solution was a significant fac-
or to affect extraction efficiency of mercury species. Westöö first
eveloped a classic protocol to extract methylmercury from fish
y 6 mol L−1 hydrochloric acid [5]. Later, many modifications
f Westöö’s method were proposed to extract mercury species
y a strong acidic medium containing NaCl, KBr or iodoacetic
cid [1]. However, all the above procedures have two main
isadvantages when coupled with HPLC–ICP-MS for mercury
peciation analysis. Firstly, considering a compatible pH value
or the reverse phase column, a laborious procedure usually has
o be adopted to adjust appropriate pH of the extracted solu-
ion prior to injection into HPLC, especially in the case of using
oncentrated acids. Secondly, it might be prone to form artifi-
ial mercury species when using concentrated acids. Rahman
nd Kingston indicated that the 11 mol L−1 HNO3 or 5 mol L−1

Cl contained extractant might be unsuitable for mercury speci-
tion analysis in soil and sediment samples because the complete
r significant transformation from methylmercury to inorganic
ercury could occur [15].
In order to improve extraction efficiency of mercury species

t low acidity, some extractant solution, such as 0.05% (m/v) l-
ysteine–0.05% (v/v) 2-mercaptoethanol [16] or diluted HNO3
5–20%, v/v)–thiourea (0.02–0.2%, v/v) [17] have been used
o extract mercury species from both biological and soil sam-
les in combination with microwave- [16] or ultrasound-assisted
ethod [17]. Since mercury had a high affinity to sulphydryl

roup, therefore, in many studies one kind of sulphydryl reagent
as usually used as a component in an extraction system.
In this work, 2-mercaptoethanol was used as an ion-pair

eagent in the mobile phase for HPLC study. In order to sim-
lify the subsequent HPLC operation, 2-mercaptoethanol was

onsidered to use as a component of the extractant solution
s well. The effect of different 2-mercaptoethanol concen-
rations (0%, 0.05%, 0.1%, 0.15% and 0.2%, v/v) in 0.15%
m/v) KCl and 0.1% (v/v) HCl contained extractant solution

(
c
m

haken overnight (about 12 h) at room temperature. The certified values of mer-
ury in NRCC DOLT-3 and IAEA 436 are 3.37 ± 0.14 and 4.19 ± 0.36 mg kg−1,
espectively.

n the extraction efficiency of mercury in two certified refer-
nce materials, NRCC DOLT-3 and IAEA 436 was studied.
otal mercury in the extracted solution was determined by ICP-
S. The results are presented in Fig. 1. The data indicated

hat the extraction efficiency of mercury increased with the
ncrease of 2-mercapoethanol concentration. Compared with
he certified values, the results showed that when the concen-
ration of 2-mercaptoethanol was 0.1% (v/v), the extraction
fficiencies reached 98.8% and 100.5% for the two references
aterials, respectively. Whereas, when higher concentration

f 2-mercaptoethanol was used, no significant increase of the
xtraction efficiency was found. Some researchers reported that
he retention time of mercury species in HPLC increased with the
ncrease of 2-mercapoethanol concentration in the mobile phase
hen using a reverse column [16]. Therefore, the extractant solu-

ion containing 0.1% (v/v) 2-mercaptoethanol was chosen to use
n the following experiments.

Fig. 2 shows the extraction efficiency of mercury in NRCC
OLT-3 and IAEA 436 by four extractant solution, 0.1% (v/v)
-mercaptoethanol alone; 0.1% (v/v) 2-mercaptoethanol–0.1%
v/v) HCl; 0.1% (v/v) 2-mercaptoethanol–0.15% (m/v) KCl
nd 0.1% (v/v) 2-mercaptoethanol–0.15% (m/v) KCl–0.1%
v/v) HCl. The results indicated that quantitative extraction
f mercury could not be achieved by using 0.1% (v/v) 2-
ercaptoethanol alone. In order to enhance the extraction effi-

iency, HCl and KCl were added into the extractant solution.
t was reported that the addition of 0.15% (m/v) KCl into the
xtractant could improve the extraction efficiency of mercury
18]. An acid medium is helpful for the quantitative extrac-
ion of mercury species from biological matrices. Considering a
ompatible pH value for the reverse phase column, 0.1% (v/v)
Cl was added to keep the pH of the extracted solution at

bout 2; thus, the solution could be directly injected into the
olumn.
Our results indicated that the extractant solution of 0.1%
v/v) HCl, 0.1% (v/v) 2-mercaptoethanol and 0.15% (m/v) KCl
ould quantitatively extract total mercury from the two reference
aterials.



M. Wang et al. / Talanta 71

Fig. 2. Effect of the composition of the extractant solution on mer-
cury extraction from NRCC DOLT-3 and IAEA 436. Extractant solution:
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.1% 2-mercaptoethanol + 0.15% KCl; (D) 0.1% 2-mercaptoethanol + 0.15%
Cl + 0.1% HCl (n = 4). The samples were shaken overnight (about 12 h) at

oom temperature.

.2. Effect of shaking time

The effects of different shaking time, 1, 2, 4, 8, 12, 16 and 24 h
n the extraction efficiency of mercury from biological matrices
re presented in Fig. 3. Two certified reference materials, NRCC
OLT-3 and IAEA 436, were used for the optimization experi-
ents. The samples were processed according to the procedure

escribed in Section 2. The optimal extractant solution, 0.1%
v/v) 2-mercapoethanol, 0.1% (v/v) HCl and 0.15% (m/v) KCl,
as used. As shown in Fig. 3, when the shaking time was over
h, the extraction efficiency of mercury could reach over 90%.
hen the shaking time was about 12 h, the efficiency could be

igher than 95%. Therefore, in order to guarantee all the mer-
ury completely extracted from samples, the optimal shaking
ime was conveniently selected as 12 h (overnight).
.3. Validation of the extraction method

The developed extraction method was validated by determi-
ation of seven certified reference materials, including NRCC

ig. 3. Effect of shaking time on the extraction efficiency of mercury from
RCC DOLT-3 and IAEA 436. Extractant solution: 0.1% 2-mercaptoethanol +
.15% KCl + 0.1% HCl.
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OLT-3 (dogfish liver), IAEA 436 (tuna fish), IAEA MA-B-
/TM (garfish filet), IAEA MA-M-2/TM (mussel tissue), GBW
8193 (bovine liver), GBW 08572 (prawn) and GBW 07601
human hair). The procedure was the same as described in Sec-
ion 2. In all the determined samples, only two mercury species,
norganic and methylmercury could be detected. Compared with
he certified or reference values, the data showed that the extrac-
ion method could quantitatively extract total mercury from the
arious biological samples, except for human hair sample (GBW
7601). In the hair samples (GBW 07601), only about 60% of
otal mercury was extracted. The reason might be due to the dif-
erent matrices of human hair from animal tissues. For the tissues
hich composed of strong structural protein, i.e. keratin, such as
air and nail, only high concentration of acid should be used for
fficient extraction, however, as for the loose freeze-dried tissue
amples, the mild extractant solution could achieve the extrac-
ion purpose. The results summarized in Table 2, except for the
ata of human hair (GBW 07601), were in good agreement with
he certified or the reference values of both total mercury and
ethylmercury, indicating that the transformation of mercury

pecies during sample preparation could be negligible.
Based on the mercury standard solution measurements, the

esponse of methyl and inorganic mercury by HPLC–ICP-
S determination are both linear up to 100 �g L−1. The limit

f detection (LOD) for methyl and inorganic mercury by
PLC–ICP-MS are the same as 0.2 �g L−1 (defined as three

imes of the standard deviation of the blank). Precision was
etermined using six injections of a standard solution containing
H3Hg+ and Hg2+ (10 �g Hg L−1, respectively). The relative

tandard deviations of the peak area were 3.0% and 5.8% for
H3Hg+ and Hg2+, respectively. The relative standard devia-

ion of the retention time was found to be 0.5% and 0.8% for
H3Hg+ and Hg2+, respectively.

.4. Elimination of memory effect of mercury in ICP-MS
ystem

Many previous studies reported that determination of total
ercury in biological samples using classic wet digestion
ethod followed by ICP-MS, in contrast to many other elements,

uffered from serious memory effect [19,20]. The appearance of
ercury in the instrumental system is attributed to the fact that

he ionic mercury species in the digested solution are prone to
dhere to the walls of the spray chamber and the transfer tub-
ng in the sample introduction system. The memory effect will
esult in non-linear calibration graphs, long washing time and
oor detection sensitivity [20].

In this experiment, mercury species extracted from biologi-
al samples could coordinate with 2-mercaptoethanol to form a
table mercury-sulphur complex in the extraction system. Then,
he mercury complex was directly aspirated into ICP-MS. An
nvestigation was conducted to compare the memory effect of
he developed extraction solution with the commonly used 2%

NO3 solution in ICP-MS system. A mixed solution containing

norganic mercury (50 �g L−1) and rhodium (50 �g L−1) in the
ptimal extractant was aspirated into ICP-MS in time resolved
nalysis (TRA) mode for about 2 min. Afterwards, the sampling
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Fig. 4. Signal profile of mercury at m/z 202 and rhodium at m/z 103 in the
time resolved analysis mode. The aspirated solution contained inorganic mer-
cury (50 �g L−1) and rhodium (50 �g L−1) in 0.1% 2-mercaptoethanol–0.15%
KCl–0.1% HCl extractant mixture. The washing solution was 2% (v/v) HNO3.

Fig. 5. Signal profile of mercury at m/z 202 and rhodium at m/z 103 in the time
r
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esolved analysis mode. The aspirated solution contained inorganic mercury
50 �g L−1) and rhodium (50 �g L−1) in 2% (v/v) HNO3. The washing solution
as 2% (v/v) HNO3.

ube was removed from the mixed solution and placed into 2%
v/v) HNO3 for washing. The intensities of mercury and rhodium
ere recorded with the proceeding time by ICP-MS. The sig-
al peak profiles for analysis of mercury and rhodium using the
eveloped extractant solution are shown in Fig. 4. The signal of
ercury returned to the baseline level at almost the same time

s rhodium. The similar results could be obtained when ana-
yzing mercury in the certified reference materials by using the
eveloped extraction method. However, when the mixed stan-
ard was in the conventional 2% (v/v) HNO3 solution with the
ame proceeding, the mercury signal was difficult to return to
he baseline even after 6 min of washing time (Fig. 5). These
esults clearly demonstrated that the memory effect of mercury
n the ICP-MS system could be effectively eliminated by using
he developed extraction method.

. Conclusions

A mild, efficient and convenient extraction method followed
y ICP-MS and HPLC–ICP-MS for determination of total mer-

ury and mercury species in biological samples has been estab-
ished. Quantitative extraction of total mercury was achieved by
sing the optimal extractant solution of 0.1% (v/v) HCl, 0.1%
v/v) 2-mercapoethanol and 0.15% (m/v) KCl. The complete
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bstract

This paper describes a new infrared (IR) sensing scheme for the determination of arginine (Arg). In this method, the surface of an IR evanescent
ave sensing element was modified with sulfonic acid groups to selectively interact with Arg through specific interactions with its guanidine
oiety. The sulfonated sensing phase was prepared using a two-layer modification approach. To demonstrate that this assembly could be used for

elective infrared sensing, a large number of amino acids were subjected to analysis. Although the sulfonate groups on the surface of the sensing
lement did interact selectively with the guanidine groups of Arg species, lysine and histidine units caused some interference; this problem could
e minimized because of the unique IR absorption bands of the guanidine moiety of Arg. To optimize the detection conditions, we studied the

ffects of both the pH and the composition of the polymer. The most intense signal was obtained at pH 9. We observed different adsorption rates for
he detection of Arg at different values of pH, which we attribute to changes in the accessibility of the analytes to the pore structures of the sensing
hase. The composition of the base polymer was also optimized; 60% PVBC (w/w) provided a water-stable, sensitive phase for the detection of
rg in aqueous solution. Under the optimized conditions, we obtained a linear range of detection up to 0.1 mM with a detection limit of ca. 5 �M.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Amino acids, the building blocks of peptides and proteins,
lay many vital roles in the metabolic processes within living
odies. Among the amino acids, arginine (Arg) is the most basic
atural amino acid, having the highest proton affinity [1]. On the
urfaces of proteins, Arg and two other relatively weakly basic
mino acids, lysine and histidine, often play crucial roles in
rotein recognition [2]. Arg residues are important components
or biological peptide and protein recognition and for protein
olding processes. The guanidine moiety – a strongly basic func-
ional unit responsible for the majority of this amino acid’s
nteractive behavior – provides a site for strong electrostatic

nteractions and/or hydrogen bonding with anionic functional
nits [3]. Arg is also of considerable interest in human nutrition
nd health; it is present in significant amounts in many agricul-

∗ Corresponding author. Tel.: +886 422840411x514; fax: +886 422862547.
E-mail address: jyisy@dragon.nchu.edu.tw (J. Yang).
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–
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
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nine

ural products [4]. Measuring the concentration of Arg in blood
erum is a fairly effective approach toward identifying diseases,
uch as disorders related to amino acid metabolism, and deter-
ining the clinical states of patients having unbalanced nutrition

5]. Also, the concentration of Arg can be used to measure the
aturity of peanuts and grapes, and the degree of fermentation

f musts and wines. Thus, techniques for the rapid determina-
ion of the concentration of Arg in biological fluids remain in
emand.

A large number of methods have been proposed to analyze the
evels of Arg in biological samples, including those using HPLC
6], amino acid analyzers [7], capillary electrophoresis [8],
oltammetry [9], and fluorometric methods [10]. These meth-
ds suffer from a number of disadvantages, including they being
ighly time-consuming and complicated in terms of the need
or sample pretreatment. Although colorimetric-based analyses
e.g., the Staron–Allard and Voges–Proskauer methods [11],
nd Sakaguchi reaction methods [12] – are widely used because
f their simplicity, such wet chemical reactions generally lack
implicity and, sometimes, specificity. The application of the
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rginase enzyme for the determination of Arg has also been
eported [13,14]; this method is, however, rather slow (60 min
er sample) and, furthermore, it is useless if urea or ammonia is
resent in the sample. The enzymatic end-point analysis method
roposed by Mira de Orduna [15] is simple, but it consumes a
arge amount of material.

To improve upon these existing methods, we propose a new
rg sensing scheme based on an evanescent wave infrared (IR)

ensor. Because of the short depth of penetration (dp) of evanes-
ent waves, such infrared sensors are highly suitable for the
etection of organic compounds in aqueous solutions [16]. The
p varies in the IR region from a few tenths of a micron to a
ew microns; these small values of dp limit the sensitivity of
his type of detection. After suitable treatment of hydrophobic

hin films on the surfaces of the evanescent wave sensing ele-

ents, the sensitivity can be increased through the attraction of
arget compounds toward the evanescent field [17]. The ability

ig. 1. (A) Schematic illustration of the interaction between two sulfonate
roups and the guanidine group of Arg. (B) Procedures used in the prepara-
ion of the water-stable sulfonate sensing phase.
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f hydrophobic thin films to attract polar compounds is, how-
ver, limited. To improve the attraction toward polar compounds
hile maintaining the water stability of the sensing phase, we
ave devised a two-layer modification method. In this approach,
reactive hydrophobic thin film is first treated on the surface of

he IRE; the desired polar functional groups are subsequently
ovalently bound to the surface of the hydrophobic thin film
18–22]. In this manner, water-stable sensing phases can be pro-
uced with the potential for enhanced sensitivity.

To produce a sensitive infrared sensor for the specific detec-
ion of Arg, we chose to modify the sensing phase with sulfonic
cid groups. Several advantages exist for using sulfonic acid
roups to attract Arg species. First, the sulfonic acid group is
asily deprotonated; the group bears a negative charge at most
alues of pH. This property is highly useful in terms of attracting
ositively charged Arg units through electrostatic interactions.
econdly, the sulfonic acid group exhibits only a few infrared
bsorption bands, which are located mainly around 1000 cm−1.
ecause these absorption bands exist far from the character-

stic bands of amino acids, spectral interference is minimized.
urthermore, as demonstrated by Schug et al. [23] and Friess
nd Zenobi [2], sulfonic acid groups are capable of interact-
ng selectively with amino acids possessing guanidine moieties
ecause of their mutual forklike structures (Fig. 1A). There-
ore, we believed that integrating these features with IR sensing
echnology would provide access to selective and sensitive IR
ensors. To prepare the desired sulfonated sensing phase, we
tilized the reaction scheme displayed in Fig. 1B. We used
oly(vinylbenzyl chloride) (PVBC) as a reactive hydrophobic
olymer with which to treat the surface of the sensing element.
hrough suitable reactions with thio compounds and their subse-
uent oxidation, a sensing phase presenting sulfonic acid groups
as prepared for the direct sensing of Arg units.

. Experimental

.1. Chemicals

Poly(ethylene) (PE) and PVBC were obtained from Aldrich
hemical and used as received. Toluene (Acros Organics, Geel,
elgium) and p-xylene (Shimakyu Chemicals, Osaka, Japan)
ere used as solvents for the polymer solutions. Sodium iodide

nd potassium permanganate were obtained from Shimakyu
hemicals. Acetonitrile was obtained from TEDIA (Fairfield,
hio). 1,3-Propanedithiol was purchased from Lancaster Chem-

cals. Tributylamine was obtained from Acros Organics. All
eagents were of reagent grade and used as received without
urther purification. Deionized water was used to prepare all of
he aqueous solutions.

.2. Apparatus

The experimental setup is presented in Fig. 2A. The

imensions of the sample cell were 30 mm × 30 mm × 20 mm;
5 mL of the aqueous sample could be loaded. A 45◦ trape-
oidal (55 mm × 4 mm × 2 mm) zinc selenide internal reflec-
ion element, purchased from International Crystal Laboratory
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To ensure that a suitable sulfonated sensing phase was syn-
thesized, the reaction products from each step were monitored
using an IR spectrometer; Fig. 2B displays these spectra. We
ig. 2. (A) Schematic illustration of the sensing device used in this study. (B)
ypical spectra of the polymer coating [PVBC/PE; 60/40 (w/w)], the thiol-
odified polymer phase, and the sulfonated sensing phase.

Garfield, New Jersey), was placed at the center of the sample
ell. The sample cell was placed in the sample compartment
f a Jasco 460 plus FT-IR spectrometer (Jasco Co., Tokyo,
apan), equipped with a medium range mercury-cadmium-
elluride detector. All of the spectra were acquired by co-adding
f 64 scans at 4 cm−1 resolution. To remove the small baseline
ariation caused by water vapor, a mean-value smooth function
ith a bandwidth of 5 cm−1 was applied to each spectrum before

alculation of the peak intensities.

.3. Preparation of sensing phase

Different concentrations of the polymer solutions were pre-
ared by dissolving different weights of PVBC and PE in p-
ylene at 80 ◦C. The prepared polymer solution (30 �L) was
oated directly onto the surface of the sensing element. After
ir-drying for at least 1 h, the coated sensing element was placed
nto a solution containing 2% (w/v) sodium iodide in acetonitrile
nd heated to 60 ◦C for 24 h. This sensing phase was thiolated by
oaking it in a solution containing 5% (v/v) 1,3-propanedithiol

nd 2.5% (v/v) tributylamine in toluene for 10 min at room
emperature. Following oxidation of the attached thiol com-
ounds (0.1 M KMnO4, 10 min), the sulfonated sensing phase
as obtained.

F
s
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1 (2007) 2007–2014 2009

. Results and discussion

.1. Characterization of sulfonated sensing phase
ig. 3. Scanning electron micrograph images of the sensing phase at different
tages of its preparation: (A) PVBC/PE polymer; (B) thiol-modified polymer;
nd (C) sulfonated sensing phase.
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bserve that PVBC was successfully thiolated after treatment
ith 1,3-propanedithiol for 10 min, as indicated by the weak

bsorption located at ca. 2550 cm−1 for SH stretching. To
roduce the sulfonic acid groups on the surface, the thiolated
hase was oxidized in KMnO4 solution; strong absorption
ands were generated at ca. 1100 cm−1, representing the
ymmetric and asymmetric stretching bands of sulfonate units.
ased on these features, it was clear that the sulfonated sensing
hase was obtained successfully.

To provide further information about the changes in the
orphologies of the sensing phase during each step of the

ynthesis, a scanning electron microscope (SEM) was used to
btain the images presented in Fig. 3. The hydrophobic thin
lm of PVBC exhibited a dense phase containing macrop-
res, which are visible in Fig. 3A. After thiolation, the sensing
hase appeared as a denser film possessing smaller pore sizes
n its surface; in addition, the surface has a relatively more
niform structure than did the unmodified PVBC film. After
xidation, the surface of the sensing phase became rougher
nd looser, as indicated in Fig. 3C. These features suggested
hat a more rapid rate of sensing of the target molecules

ight occur because of the higher surface area present after
xidation.

.2. Effect of pH on the sulfonated sensing phase

The functional groups attached to the sensing phase were in
he form of SO3H units under acidic conditions. In contrast, in
basic solution, they were deprotonated. To determine whether
ny spectral interference of sulfonic acid group would occur
hen detecting the amino acids, the synthesized phases were

ubjected to aqueous solutions at various values of pH. The pKa
or the dissociation of the second proton of sulfonic acid is ca.
.92 [23]. Assuming that the immobilized sulfonic acid groups
n the sensing phase would exhibit behavior similar to that of
ulfonic acid, we expected the synthesized sensing phase to be
nsensitive to pH changes at values of pH higher than 3; i.e.,
t should remained deprotonated in solutions having values of
H above 3. To confirm this hypothesis, we subjected the sul-
onated sensing phase to aqueous solutions having values of pH
n the range from 4 to 11. Fig. 4 displays the corresponding
R spectra, indicating the major absorption band region of the
ulfonic acid groups. These spectra were acquired after soak-
ng the samples for 30 min with a background obtained at pH
. Several bands were affected slightly by the changes of the
H. For example, the absorption bands of the SO3

− groups
1042 cm−1) were shifted to 1050 and 1038 cm−1 at pH 4 and
1, respectively. The small shift in this band’s position indicates
hat the synthesized sensing phase existed mainly in the form
f deprotonated sulfonic acid groups (i.e., sulfonate ions), but
mall variations in the local electron densities occurred at dif-
erent values of pH. In terms of quantitative analysis, this small
ariation restricts the use of the spectral region at ca. 1000 cm−1.

ortunately, no intense bands for amino acids exist around this
egion and, therefore, the performance of the sulfonated sensing
hase for the detection of amino acids should not suffer from
ny degradation.

r
r
b
v

ig. 4. Variation of the sulfonate sensing phase at different values of pH. An
queous solution at pH 7 was used to obtain the background spectrum.

.3. Effect of pH on the chemical properties of Arginine in
ater

Each amino acid contains two common functionalities:
mino and carboxylic acid groups. The chemical form of an
mino acid is, therefore, strongly influenced by the pH of the
ample solution. To determine the chemical form most suited to
etection by the sulfonated sensing phase, we first examined the
etection of Arg. The chemical equilibria between the different
hemical species of Arg can be expressed as shown in Fig. 5A.
o determine the relative abundance of each species of Arg, we
alculated their mole fractions at various values of pH based
n the corresponding literature values of pKa [24]; Fig. 5B
rovides a plot of the results. Four chemical forms of Arg exist;
or simplicity, we name these chemical forms R2+, R+, R, and
− based on their net charges. In terms of the electrostatic inter-
ctions, R2+ should interact most effectively with the sulfonate
roups; the negatively charged R− is the species least likely to
e detected because of electrostatic repulsion. Based on the cal-
ulated mole fractions of each species of Arg at different values
f pH, we predicted that its adsorption should be favored at
alues of pH below 11 to reduce the effects of charge repulsion.

To observe the variation in the IR absorption bands upon
hanging the pH, we prepared solutions of 100 mM Arg at var-
ous values of pH and examined them using the bare sensing
lement. Fig. 5C indicates that several intense bands appeared at
670, 1640, 1630, 1580, 1525, and 1400 cm−1. Based on litera-
ure values [25,26], the bands located at 1580 and 1400 cm−1 are
ssignable to the asymmetric and symmetric stretches of the car-
oxylate group. The guanidine group in Arg is responsible for the
wo absorption bands at 1670 and 1640 cm−1, which correspond
o the asymmetric and symmetric stretches, respectively, of this
nit. The absorption bands of the α-amine group (NH3

+) are
−1
esponsible for the two bands at 1630 and 1525 cm (asymmet-

ic and symmetric deformations, respectively). The absorption
ands representing the guanidine group were observable at each
alue of pH with similar intensities. The absorption bands of the
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Fig. 5. (A) The chemical equilibria between the different chemical species of
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Fig. 6. (A) Infrared spectra of Arg adsorbed to the sulfonate film from a 0.1 mM
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rg. (B) Calculated mole fractions of the Arg species at different values of pH.
C) Infrared spectra of solutions of 100 mM Arg in water at different values of
H. Bare ZnSe was used to obtain these spectra.

arboxylate group were more intense at values of pH higher than
0. This observation agrees with our calculated mole fractions of
rg. For instance, at values of pH higher than 10, the major forms
f Arg are R and R−, i.e., those with deprotonated carboxylic
cid groups. At pH 9, the spectrum indicates that the Arg solution
ontains the species R and R+ because of the broad absorption
xtending from 1680 to 1630 cm−1. At values of pH in the range
rom 4 to 8, the predominant form of Arg is R+. The absorption
and of the symmetric deformation of theα-amino group (NH3

+)
as observed at 1525 cm−1 at low pH, but its asymmetric

tretching, which is commonly observed at 1626 cm−1, was seri-
usly obscured by the presence of other absorption bands in this
egion. The symmetric absorption band of the α-amino group
isappears at high pH (e.g., pH >9) because of its deprotonation.

.4. Effect of pH on the detection of Arginine by sulfonated

ensing phase

To optimize the conditions for sensing Arg in aqueous solu-
ion and to determine the species that can most effectively

c
w
o
f

queous Arg solution at different values of pH. (B) Response time profiles for
olutions containing 0.1 mM Arg at values of pH of 10 (�), 9 (�), 8 (�), and 5
�).

nteract with the sulfonated sensing phase, we prepared a series
f 100 �M Arg solutions having various values of pH. Although
he concentrations of these Arg solution were 1000 times lower
han those used in the previous set of experiments, the IR sig-
als remained intense, as indicated in the typical spectra plot
resented in Fig. 6A. Based on the intensities of the band of the
uanidine group at 1665 cm−1, we calculated the response time
rofiles (Fig. 6B). As indicated in Fig. 6A, the pH affected the
hemical form of Arg and, as a consequence, the appearance of
he signals varied with respect to the pH; the most intense sig-
als appeared at pH 9. Note that only the intensities of the bands
aried in the IR spectra, not their wave numbers, at the differ-
nt values of pH. Relative to the spectra in Fig. 5B, the spectra
n Fig. 6A exhibited absorption features similar to those of the
eat spectra at lower values of pH, but with some slight dif-
erences. For example, both stretching absorption bands of the

arboxylate group shifted to higher frequency when compared
ith those in the neat spectrum of Arg measured at low pH. This
bservation suggests that, in the presence of the modified sur-
ace, the carboxylate groups interacted with protons to partially
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Fig. 7. (A) One exponential growth function fitted to the data for the detection
time profile obtained at pH 5. The fitted curve is the solid line and the symbols
represent the measured data. (B) Two exponential growth functions fitted to the
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ata for the detection time profile obtained at pH 9. The solid line in this plot
s the summation of the fitted values from the fitted curves; the symbols are the

easured values.

educe their electron density. Also, the absorption band of the
-amino group was observed at 1525 cm−1 in all of the spectra,

ndicating that this functional group remained protonated over
he examined pH range.

In terms of the sensitivity of the detection of Arg, the observed
ignals were most intense in the pH range from ca. 8–9, as
ndicated in Fig. 6B, after extended detection times. In terms
f the speed of detection, the signals reached their maximum
ntensities during relatively short detection times for the sam-
le solutions having values of pH of ca. 5 and ca. 10. On the
ther hand, the rate of detection of Arg was relatively much
ower at pH 9. Based on the shape of the detection time pro-
le at pH 9, it is highly probably that two mechanisms exist
or the adsorption of Arg. To simplify the system, we examined
he time profiles at pH 5 and 9 only; the results are plotted in
ig. 7A and B, respectively. In Fig. 7A (pH 5), we observe that

ne exponential growth function fits the experimental data well
or the detection time profile. For the time profile detected at pH
, two exponential growth functions fit the curve (R2 > 0.99).
ased on these observations, the behavior of the detection of

i
o
n
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rg at pH 5 appears to be based mainly on one type of surface
dsorption, and the speed of detection is extremely high. For the
etection of Arg at pH 9, a second adsorption mechanism exists
t a rate that is ca. 10 times slower than that of the first. Compar-
ng the intensities for the first adsorption process at pH 5 and 9,
e find that the intensities were slightly weaker for the signals
btained at pH 9. This behavior can be explained by considering
he concentration of the positive charged species R+. For exam-
le, the mole fraction of R+ (refer to Fig. 5A) is ca. 100% at
H 4–7 and it decreases when the pH is increased, eventually
isappearing completely at a value of pH of ca. 11. Based on the
tted result for the curve obtained at pH 5, we believe that R+

an interact effectively with the surface sulfonate groups under
hese conditions such that the time required for attraction can
e shorter than 1 min (Fig. 7A). Based on fitted values for this
aster process, the signal of pH 5 is indeed more intense than that
btained at pH 9; in addition, a second, slower process for the
dsorption of Arg occurs at pH 9. This behavior is most likely
aused by the nature of the pores on the sensing phase (refer to
he SEM image in Fig. 3C), which contain active sites that are

ore readily accessed at pH 9 than at pH 5. These pores may
ot be easy to access once the surface of the sensing phase is
apidly covered with R+ units, as we observed at pH 5. Further
ccess to these pores is restricted because the layer of adsorbed
+ units hinders the movement of other species into the pores.
t pH 9, half of the Arg molecules exist in the R form, which has
eutral charge and can penetrate deeper more readily, through
he first adsorbed Arg layers and into the surface of the sensing
hase. Based on the IR spectrum recorded at pH 9, the adsorbed
hemical form is similar to that obtained at pH 5; this result indi-
ates that the adsorbed R form of the molecules can further bond
o a proton from the environment so that the chemical system
e-equilibrates. On the other hand, although the R form of Arg
ust also access the active sites positioned in pores at deeper

ayers, the adsorption of Arg favors the positively charged form,
.e., R+. The signals observed at pH 10 and 11 agree with these
eductions. At pH 10, the amount of R+ in solution is quite low
nd, as a consequence, weaker-intensity signals are observed.
t pH 11, the amount of R+ is negligible and, hence, only very
eak analytical signals are observed.

.5. Selection of polymer film thickness and composition

Because evanescent wave penetrates only a short distance,
he thickness of the polymeric film must be optimized. Mean-
hile, controlling the degree of sulfonation is also important in

erms of optimizing the sensitivity, water stability, and speed of
etection. To examine the effect that the thickness had on detec-
ion, polymer solutions containing PVBC and PE [60:40 (w/w)]
ere prepared in p-xylene at concentrations of 0.1, 0.25, 0.5,

nd 1.0% (w/v). After coating 30 �L of each of these prepared
olutions onto the ATR crystal, polymeric films of different
hicknesses were obtained. Fig. 8A provides the correspond-

ng time profiles for the detection of 100 �M Arg at pH 9. We
bserved that the intensities of the signals increased as the thick-
ess of the polymer film increased, but the speed of detection of
rg decreased accordingly, presumably because the inner pores
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Fig. 8. (A) Detection time profiles of 100 �M Arg at pH 9 using the sulfonated
sensing phases prepared from different polymer concentrations; 1% (�), 0.5%
(�), 0.25% (�), and 0.1% (�). The polymer solutions were prepared by mixing
PVBC and PE [6:4 (w/w)]; p-xylene was used to dilute the mixed polymers to
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esired concentrations. (B) Detection time profiles of Arg (100 �M) provided
y sensing phases prepared from base polymer (PVBC/PE) mixtures in which
he PVBC contents were 80 wt% (�), 60 wt% (�), 40 wt% (�), and 20 wt% (�).

ithin the thicker polymer were somewhat less accessible. For
apid practical detection in our further studies, we chose to use
he polymer solution having a concentration of 0.25% (w/v).

Because sulfonate groups are charged and highly water-
oluble, a high degree of derivatization with sulfonate groups
ill decrease the stability of the sensing phase in water. In con-

rast, a low degree of derivatization of the sensing phase will
imit the sensitivity of the detection. To determine the optimal
onditions, we mixed nonreactive polyethylene with PVBC to
orm polymer films containing 20, 40, 60, and 80 wt% PVBC.
he amount of PE limits the degree of derivatization of the poly-
er films. We examined the sensing of a 100 �M Arg solution

t pH 9; Fig. 8B displays the results as detected adsorption time
rofiles. The speed of detection was similar for each polymer
lm composition, but the signals were more intense at higher

VBC contents. Meanwhile, the standard deviations between
uns were also higher at higher PVBC contents. Based on these
esults, we found that a 60 wt% PVBC solution produced the
ptimal sensing phase.

A
o

ig. 9. Typical (A) detected spectra and (B) calculated detection time profiles
f Arg, Lys, and His. The concentrations of these amino acids were 1 mM
pH 9).

.6. Selectivity of the amino acid sensor

To investigate the selectivity of the prepared sensing phase
oward the detection of Arg, we examined the analysis of other
mino acids – lysine, histidine, alanine, valine, proline, glycine,
erine, aspartic acid, and glutamic acid (1 mM each) – using the
ulfonated sensing phase. Fig. 9A indicates that only the cationic
mino acids – Arg, Lys, and His – were detectable at pH 9; the
peeds of their detection were similar (Fig. 9B). The other amino
cids – alanine, valine, proline, glycine, serine, aspartic acid, and
lutamic acid – were not detectable. These results indicate that
he prepared, sulfonated sensing phase was selective toward the
asic amino acids. To distinguish the signal of Arg from those of
he other cationic amino acids, we can use the unique absorption
and of the guanidine group located at 1665 cm−1.

.7. Quantitative aspects
To study the linearity and detection limits in the detection of
rg by the sulfonated sensing phase, we examined Arg solutions
f different concentrations prepared at pH 9. Fig. 10A presents
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he detected time profiles. The time required to reach the max-
mal signal was typically less than 5 min. Two standard curves
ere generated based on the detected signals at 2.5 and 15 min

Fig. 10B). We note that the curve generated at the shorter of
etection time exhibited a higher range of linearity. These stan-
ard curves both fit well to Langmuir isotherms (Fig. 10B),
ndicating that the detection process occurred mainly through
urface adsorption; the linear range of detection occurred up to
concentration of Arg of 0.1 mM. Based on three times of noise

evel, the calculated detection limit was ca. 5 �M.

. Conclusion

In this study, we prepared an Arg-selective sensing phase
ased on the derivatization of sulfonic acid group onto a
VBC/PE polymer mixture. Two mechanisms existed for the
dsorption of Arg onto the prepared sensing phase. The first
rocess was rapid and we believe that it was due to adsorption
t the outer surface of the sensing phase. The second adsorp-

ion process was relatively slower; we believe that it was due
o the adsorption by the sulfonate groups located within pores.
n IR spectroscopic study into the effects of pH indicated that

he adsorbed Arg was in the R+ form and that the most-intense

[
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ignals were obtained at a pH close to 9. The composition
f the polymer film was also optimized to match the require-
ents of both sensitivity and water-stability; we found that a

0 wt% PVBC polymer mixture provided the best compromise.
rom a study of the selectivity of the detection process, we
ound that only cationic amino acids, such as Lys and His, were
etectable. Fortunately, the unique IR absorption bands of the
uanidine moiety of Arg can be used to eliminate interference
rom these two amino acids. In terms of quantitative aspects, the
repared sensing phase can be used to detect Arg through sur-
ace adsorption over a short linear range (up to 100 �M). Under
he optimized conditions, the detection limit was ca. 5 �M with
linear range up to 0.1 mM.
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bstract

In the photovoltaic industry the etching of silicon in HF/HNO3 solutions is a decisive process for cleaning wafer surfaces or to produce certain
urface morphologies like polishing or texturization. With regard to cost efficiency, a maximal utilisation of etch baths in combination with highest
uality and accuracy is strived. To provide an etch bath control realised by a replenishment with concentrated acids the main constituents of these
F/HNO3 etch solutions including the reaction product H2SiF6 have to be analysed. Two new methods for the determination of the total fluoride

ontent in an acidic etch solution based on the precipitation titration with La(NO3)3 are presented within this paper. The first method bases on the
roper choice of the reaction conditions, since free fluoride ions have to be liberated from HF and H2SiF6 at the same time to be detected by a

uoride ion-selective electrode (F-ISE). Therefore, the sample is adjusted to a pH of 8 for total cleavage of the SiF6

2− anion and titrated in absence
f buffers. In a second method, the titration with La(NO3)3 is followed by a change of the pH-value using a HF resistant glass-electrode. Both
ethods provide consistent values, whereas the analysis is fast and accurate, and thus, applicable for industrial process control.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The determination of the fluoride concentration using an ion-
elective electrode (F-ISE) either by direct potentiometry or by
otentiometric titration with La(NO3)3 is known for numerous
pplications, e.g. pharmaceutical products [1] or potable water
2]. Detailed studies about interferences have shown no influence
f any of the common anions such as chloride, nitrate, sulphate or
hosphate [3]. The only significant interaction has to be referred
o the hydroxide ion if its concentration is in the range of the
uoride content or higher [3,4].

The direct potentiometry with a F-ISE is carried out after
alibration and addition of TISAB-buffer. A robust and more
xact method, especially, for the determination of the fluoride
oncentration is the use of the F-ISE as end-point indication
uring the titration of fluoride with lanthanum nitrate solution

eading to precipitated lanthanum fluoride (Eq. (1)).

F− + La3+ → LaF3 (1)

∗ Corresponding author. Tel.: +49 351 46 59 694; fax: +49 351 46 59 452.
E-mail address: j.acker@ifw-dresden.de (J. Acker).
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electrode; Glass-electrode

he dependence of the titration on the pH-value was studied
horoughly using different systems of buffered and unbuffered
olutions. The largest potential change was determined for neu-
ral solutions without any addition of buffer. A lower pH-value
djusted by various buffer systems leads to a decrease of the
otential change due to the formation of protonated fluoride
pecies [5] that cannot be detected by the F-ISE. Although,
he titration of neutral and unbuffered solution provides the
est results these conditions are hardly to stabilize, mainly,
ecause La(NO3)3 undergoes an acid hydrolysis. Buffering with
cetate–acetic acid is necessary to set a solution permanently to a
eutral pH. A problem going along with the use of acetate buffer
s the shift of the equivalence point (EP) according to the amount
f buffer that forms soluble lanthanum–acetate complexes. In
ontrast, there is no direct interference of the acetate-ion with
he LaF3 crystal of the F-ISE [4–7].

An increase of the sensitivity can be achieved by working in
rganic solvents. This affects the solubility of the precipitated

aF3 due to the altered polarity of the solvent. Mainly, dipolar
protic solvents, a variety of alcohols and their mixtures with
light amounts of water [5,8] contribute to an extension of the
etection limit to nanomolar quantities of fluoride [9].
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The requirement of high buffer volume to adjust the essen-
tial pH-value reveals that the shifting of the EP and therefore,
the recovery for real etch solutions would be exceeding. The
use of acetate buffer and thus, the common method for titra-

Table 1
Volume of buffer solution that is necessary to achieve a pH of 5 in an aliquot
with the composition of a characteristic acidic etch solution

Composition Buffer (mL) pH

50 �L H2SiF6 10 5.28
902 W. Weinreich et al. / Ta

Recently, the F-ISE was applied for the determination of the
otal fluoride content in acidic etch solutions of silicon consisting
f nitric acid (HNO3), hydrofluoric acid (HF) and the reaction
roduct hexafluorosilicic acid (H2SiF6) [10]. The more exact
nd efficient titration with La(NO3)3 has not yet been performed
or such strong acidic solutions. Hence, two different new titra-
ion methods for the determination of fluoride on the basis of
a(NO3)3 are described in this paper. The methods are applica-
le for acidic solutions containing bounded fluoride species. One
itration method uses the F-ISE for end-point detection and the
ther one is performed with a HF resistant glass-electrode. These
ethods combine several important advantages like excellent

ecovery, low relative standard deviation (R.S.D.), as well as the
dherence of essential pH-values and the decomplexation of flu-
ride both without the use of buffer solution. Additionally, the
etermination of fluoride can be realised after the analysis of
ther important constituents of silicon etch solutions [10] right
n the same aliquot and this approach leads to a minimal R.S.D.

. Experimental

For the preparation of the synthetic etch solutions analytic
rade acids were used. Acidic etch solutions for silicon contain
he remaining educts nitric acid (HNO3, 65 wt.%, Merck) and
ydrofluoric acid (HF, 40 wt.%, Merck) and the reaction product
exafluorosilicic acid (H2SiF6, 35 wt.%, Fluorchemie Dohna).
he exact concentrations of the used acids were additionally ver-

fied by titration. All used volumes of the acids in the synthetic
ample solutions were weighed at first (AT 200, Mettler-Toledo
G) and then mixed with 40 mL deionized water in a polyethy-

ene (PE)-beaker. Each titration was performed four times and
he analysing was based on mass. The volumes of the studied
ample solutions range between 0.5 and 1 mL.

The titrant for acid–base titrations was 0.5 mol L−1 sodium
ydroxide (NaOH, diluted from 1 mol L−1 Titrisol, Merck).
ack-titration was realised with 1 mol L−1 hydrochloric acid

HCl, 1 mol L−1 Titrisol, Merck). The 0.033 and 0.167 mol L−1

quimolar fluoride titrant was made from lanthanum nitrate hex-
hydrate (La(NO3)3·6H2O, Merck) from which the titer was
btained by titration of dried sodium fluoride (NaF, Suprapur®,
erck).
For the preparation of the acetate–acetic acid buffer 30 mL

lacial acetic acid (100 wt.%, Merck) were dissolved in 750 mL
eionized water. Afterwards, 8 mol L−1 NaOH (made from
aOH pellets, Merck) was added up to a pH-value of 6 and

he mixture was filled up with deionised water to a volume of
L.

The fluoride concentration was determined by a fluoride
on-selective electrode (Mettler-Toledo). The electrode was reg-
larly conditioned in 10−2 mol L−1 fluoride solution. The detec-
ion of the pH-value was realised with a HF resistant glass-
lectrode of the type InLab429 (Mettler-Toledo AG).

All titrations were performed by an automated titrator of

he type DL 70 (Mettler-Toledo AG) with suitable equilibration
djustments corresponding to the performed titration; acid–base
nd precipitation titration, respectively. The analysing of the
esulting data was done by the titration software LabX (Mettler-

1
5
0
0
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oledo). The equivalence point received from the F-ISE was
valuated as the maximum of the first derivative of the voltage
ignal. Due to the segmented pH–titration curve the EP from the
lass-electrode was set at the maximum of the second derivative
f the voltage signal.

. Results and discussion

.1. Titration of fluoride with La(NO3)3 and F-ISE for
nd-point detection

Etch solutions of silicon consist of HF and HNO3 plus the
eaction product H2SiF6. At the typical pH-values < 1 of such
ixtures fluoride is existent as H2F2 and as protonated solu-

ion species of SiF6
2− (the speciation of H2SiF6 is not yet fully

esolved [11]) in the etch solution. For the precipitation with
a(NO3)3 and for the detection with the F-ISE free fluoride

s mandatory, so that the performed analysing methods require
pecial preparation approaches. To obtain deprotonated fluoride
pecies the pH-value of the solution has to be larger than five. At
pH-value around 8 [12] the cleavage of the hexafluorosilicic

nion, SiF6
2−, occurs. Additionally, the interference of hydrox-

de ions with the F-ISE has to be considered, hence, the pH-value
ust not exceed 8. A common and a new developed titration
ethod using the F-ISE as end-point detector are discussed in

he following paragraphs.

.1.1. With buffer
A first and common way for stabilising the pH-value is the

se of buffer systems like acetate–acetic acid buffer. Among
he fixation of the pH-value the buffer solution is capable of
eleasing the fluoride ion from its compounds. Due to the large
mount of HNO3, the investigation of real etch solutions requires
high buffer volume that is necessary to receive a pH-value

arger than 5. In Table 1, examples for compositions of synthetic
cidic etch solutions and the pH-value realised with a certain
mount of buffer are shown.

Exemplarily, the titration of such a mixture (50 �L HF and
0 �L H2SiF6) under addition of a slight amount of buffer solu-
ion (20 mL) with 0.033 mol L−1 La(NO3)3 yields to a recovery
f 102.2% that presents a slight excess. The shift of the EP to
igher volume is due to the presence of acetate buffer [4].
00 �L H2SiF6 15 5.14
0 �L H2SiF6 + 50 �L HF 20 5.20
.05 mL HNO3 + 0.05 mL HF + 0.05 mL H2SiF6 25 5.05
.5 mL HNO3 + 0.05 mL HF + 0.05 mL H2SiF6 80 4.99
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ion of fluoride with La(NO3)3 is not applicable for acidic etch
olutions.

.1.2. Without buffer
For an accurate analysis of the total fluoride content in acidic

tch solutions by titration with La(NO3)3 the development of a
ew method without the use of buffer solution is unavoidable.

The determining approach of that method is the adjustment
f the pH-value at the beginning of the titration that has to be
as upper limit for the F-ISE and for the cleavage of SiF6

2−.
he pH of 8 is achieved by the potentiometric titration with
aOH. Secondly, the titrated aliquot has to be diluted concerning

he amount of fluoride and the corresponding volume of acidic
a(NO3)3 so that the pH-value does not fall below 5 during

he titration. By means of this method a recovery of 98.8% was
chieved for the titration of 50 �L H2SiF6.

To improve the obtained results and to ensure a complete
ecomposition of SiF6

2− the titration with NaOH should be
xpanded. Before the La(NO3)3-titration is started an acid–base
itration according to Henßge et al. [13] without the optimised
ilution steps is performed whereas free fluoride ions exist at
he end of the titration at a pH around 12. Afterwards, the pH of

is attained by back-titration with HCl. The recovery of such
n approach lies at 99.5% for the titration of 50 �L H2SiF6. The
ean R.S.D. was found to 1.10%. Synthetic etch solutions con-

isting of HNO3, HF and H2SiF6 were titrated with this method
nd a mean recovery of 99.7% and a mean R.S.D. of 1.04% were
chieved.

The new titration method with La(NO3)3 is a precise proce-
ure for the determination of fluoride in acidic etch solutions. In
ig. 1, the improvement of that method compared to the common
ethod with buffer solution is shown. One advantage of the new

ethod is the higher potential change leading to an improved

nalysing of data. Moreover, more precise recovery results can
e achieved without the use of acetate buffer since there is no
hift of the EP.

ig. 1. Comparison of two different preparation methods for the titration
f synthetic etch solutions (30 �L HNO3, 40 �L H2SiF6, 30 �L HF) with
.033 mol L−1 La(NO3)3: (♦) addition of 20 mL acetate–acetic acid buffer, com-
on method, (�) titration with NaOH to pH 12 and back-titration with HCl to

H 8, new approach.
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ig. 2. Titration of 50 mg NaF with 0.033 mol L−1 La(NO3)3 solution and detec-
ion of the pH by glass-electrode and of the fluoride concentration by F-ISE.

.2. Titration of fluoride with La(NO3)3 and
lass-electrode for end-point detection

After the acid–base titration with NaOH, the fluoride of HF
nd H2SiF6 is converted to NaF that dissociates in aqueous
olution. In the aqueous sample solutions a hydrolysis reaction
ccording to Eq. (2) occurs.

− + H2O → HF + OH− (2)

n contrast, the lanthanum ion undergoes an acidic hydrolysis in
queous solution (Eq. (3)) [9].

1
3 La3+ + H2O → 1

3 La(OH)3 + H+ (3)

ue to both hydrolysis reactions during the titration of fluo-
ide with La3+ a change of the pH-value can be observed that
s detectable by a glass-electrode. A resulting titration curve
s shown in Fig. 2. An amount of 50 mg NaF in 40 mL deion-
zed water with a pH of 8 adjusted by NaOH was titrated with
a(NO3)3 and the potentiometric detection was done with the
-ISE and the glass-electrode at the same time. The develop-
ent of the pH-value can be interpreted as segmented titration

urve with an explicit EP that is analysed as the maximum of
he second derivative of the voltage signal. Both equivalence
oints of direct fluoride concentration and of the pH show a
ood congruence.

In Table 2, a comparison between pH-method (glass-

lectrode) and fluoride-method (F-ISE) for the titration with
a(NO3)3 is given. Two different amounts of fluoride from a
tock solution of 10 g L−1 NaF were titrated starting at a pH of 8.
wo aliquots of each amount of NaF were analysed one detected

able 2
omparison of recoveries achieved by detection with glass-electrode and with

SE

aF stock solution (10 g L−1) (mL) Recovery (%)

pH ISE

100.9 98.9
101.7 99.8
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Table 3
Fluoride recoveries of synthetic etch solutions (0.3 mL HNO3, 40 �L H2SiF6,
30 �L HF) for titration with La(NO3)3 and detection by glass-electrode starting
at different pH-values

Starting pH Recovery (%)

5 87.3
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Table 4
Recoveries of the fluoride concentration in various synthetic acidic etch solutions
determined by titration with La(NO3)3 using a glass-electrode for end-point
detection

HNO3 (�L) H2SiF6 (�L) HF (�L) Recovery (%) R.S.D. (%)

300 40 20 101.9 0.66
300 40 40 99.0 0.69
300 40 50 98.0 1.22
300 20 30 97.0 1.25
3
3
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.3 98.6

.3 104.5

y glass-electrode and one by F-ISE. The resulting recoveries
oincide.

The end-point detection of the fluoride titration by glass-
lectrode can also be applied after the acid–base titration of
ilicon etch solutions with NaOH (Section 3.1.2) [13]. An impor-
ant parameter for the accuracy of the fluoride titration in this
ase is the pH-value at the beginning of the titration. A potential
hange in the titration curve originates only if the titration is
erformed around a pH of 7. Accordingly, the exactness of this
itration method shows a dependence on the starting pH that is
roduced by the addition of HCl after the acid–base titration.
his dependence of the recovery is listed in Table 3 for aliquots
ixed of 0.3 mL HNO3, 40 �L H2SiF6 and 30 �L HF. A low pH

auses an obvious low recovery and a starting pH higher than 8
ields to an exceeding one. Therefore, the pH at the beginning of
he La(NO3)3 titration should be around 7. In Fig. 3, the result-
ng titration curves of the three different starting pH-values are
hown and the well analysable equivalence points are labelled.

According to the obtained results different mixtures of the
ain components of acidic etch solutions were titrated start-

ng at a pH around 7. After the acid–base titration with NaOH
nd the back-titration with HCl to a pH of 7 the titration with
a(NO3)3 followed and the resulting recoveries of the fluoride
oncentration are listed in Table 4. The R.S.D. of the titration is

nder 1.5% and only for small amounts of fluoride (20 mg) the
eficiency is smaller than 2%.

The pH-value of the sample solution is not only depen-
ent on fluoride and lanthanum, but also influenced by NaNO3

ig. 3. Titration of synthetic etch solutions (0.3 mL HNO3, 40 �L H2SiF6, 30 �L
F) with 0.033 mol L−1 La(NO3)3 detected by glass-electrode after acid–base

itration with NaOH and back-titration with HCl to different starting pH-values:
· · ·) 5, (—) 6.3, (- - -) 8.3; the EP is calculated from the second derivative and
abelled by a vertical line.

c
w
t
a
s
a

F
d

00 30 30 98.2 1.34
00 50 30 98.0 1.01

nd NaCl that originate from the former titrations with NaOH
nd HCl. For the investigation of the effect of these salts a
itration with NaF was performed and equivalent amounts of
aNO3 and NaCl according to the titration of etch solutions
ere added (Fig. 4). No influence of the added salts on the

ecovery could be observed. Thus, neither the content of HNO3,
or the back-titration with HCl does have any effect on the
etermination of the fluoride concentration by titration with
a(NO3)3 and detection of the equivalence point by glass-
lectrode.

The application of the fluoride titration for industrial etch
olutions has to comply with several requirements. On the one
and, the performance of the analysis has to be very fast and
ccurate and on the other hand, samples with high amounts of
uoride have to be analysed. In contrast, due to the precipitation
eaction and the long response time of the F-ISE either a longer
reak between two additions of titrant or a low concentration of
he titrant is required. Both alternatives are not practicable for
ndustrial application because of an increasing analysing time.
he presented new potentiometric titration method of fluoride
ith glass-electrode detection allows the utilisation of higher

oncentrated titrants (0.167 mol L−1 La(NO3)3) simultaneously
ith quick titration times because of the short response time of

he electrode. The resulting titration curves for a high and a low

mount of fluoride titrated with 0.167 mol L−1 La(NO3)3 are
hown in Fig. 5. For both amounts excellent recoveries of 99.2
nd 100.7% could be achieved.

ig. 4. Effect of additional components of acidic etch solutions on the pH-value
uring the titration of NaF with 0.033 mol L−1 La(NO3)3.
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Fig. 5. Titration of synthetic acidic etch solutions with 0.167 mol L−1 La(NO3)3

and end-point detection by glass-electrode after acid–base titration with NaOH
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nd back-titration with HCl: (- - -) 21 mg fluoride (20 �L H2SiF6, 30 �L HF,
.3 mL HNO3), (—) 103 mg fluoride (100 �L H2SiF6, 150 �L HF, 0.3 mL
NO3); the EP is calculated from the second derivative and labelled by a vertical

ine.

. Conclusions

Two new potentiometric titration methods for the determi-
ation of fluoride in acidic solutions are presented. Based on

he titration with La(NO3)3 and the F-ISE common approaches
ave been adapted to strong acidic etch solutions. Furthermore,
he use of a glass-electrode for the detection of the EP in the
uoride titration has been established. This new method makes

[
[
[

[

71 (2007) 1901–1905 1905

t possible to determine all important components of acidic etch
olutions of silicon with only one analysing method, the titra-
ion, and in only one sample solution right one after another.
hat is an important advantage with regard to fast and accurate
pplication in the industry.
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bstract

A new fluorescent peptidyl chemosensor for Cu2+ ions with fluorescence resonance energy transfer (FRET) capabilities has been synthesized
ia Fmoc solid-phase peptide synthesis. The metal chelating unit, which is flanked by the fluorophores tryptophan (donor) and dansyl chloride
acceptor), consists of the amino acids glycine and aspartic acid (Gly-Gly-Asp-Gly-Gly-Asp-Gly-Gly-Asp-Gly-Gly-Asp-Gly-Gly). Coordination
f the Cu2+ ions to the metal chelating unit results in fluorescent quenching of both the donor and acceptor fluorophores. Although it was determined

hat Cu2+ binding causes no change in FRET efficiency, emission and Cu2+-induced quenching of the acceptor dye can be used to monitor the
oncentration of the copper ions, with a detection limit of 32 �g L−1. The sensor also demonstrated sensitivity, reversibility and selectivity towards
u2+ in a transition metal matrix at pH 7.0.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The significance of in situ determination of low level concen-
rations of metals such as Ca2+, Cu2+ and Zn2+ in environmental
nd biological samples has prompted research into the develop-
ent of fluorescent chemosensors [1–7]. These chemosensors

re typically composed of two structural subunits intramolec-
larly connected through a linking bridge: a fluorophore (for
ignal transduction) and an ionophore (for selective recognition
f the metal ion). When designing these sensors, intense effort
s put into maximizing the selectivity of the metal chelating
nit. Early fluorescent chemosensors focused on using chelat-
ng units composed of organic molecules, but synthesis was
igorous and binding was not always reversible [3,8–18]. Pep-
ide motifs from metal binding proteins proved to be a viable
lternative since they often maintained the protein’s metal selec-

ivity, could be easily synthesized via fluorenylmethoxycarbonyl
Fmoc)-solid phase peptide synthesis (SPPS) [19,20] and were
seable in aqueous solutions. One of the first examples was

∗ Corresponding author.
E-mail address: holcombe@mail.utexas.edu (J.A. Holcombe).
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oi:10.1016/j.talanta.2006.09.009
ase peptide synthesis; Metal binding peptide

he use of a small peptide sequence (25 residues) based on the
inc finger protein by Walkup and Imperiali [21]. Other motifs,
uch as the Cu2+ binding tripeptide growth factor [22] and the
u2+ and Ni2+ binding ACTUN [23–26] have also been used

uccessfully.
Typically, metal binding is detected by the quenching of a sin-

le fluorophore such as dansyl chloride [8,12,15,23–25,27,28],
ucifer yellow [29] or anthracence [9,30–32]. Although concen-
ration dependent quenching mechanisms have proven success-
ul, it is inherently less sensitive than methods that produce
uorescence as a result of binding [33]. Also, it is often dif-
cult to distinguish analyte response from sensor degradation
hen quenching is relied upon for quantitation.
It was our initial intent to link a fluorophore to each end of

he chelating unit to observe an increase in fluorescence res-
nance energy transfer (FRET [34–36]) with metal binding.
onceptually, if the chelating unit folds around the metal as

t binds, the fluorophores are brought closer together, causing
ncreased transfer of energy from the donor fluorophore to the

cceptor fluorophore. Because it is a distance-dependent inter-
ction, FRET can also be used as a diagnostic to understand the
onformation and mechanism of metal binding to the chelat-
ng unit. In comparison to conventional fluorescence, FRET can
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enerate a larger wavelength separation between the excitation
nd emission wavelengths thereby permitting lower resolution
avelength isolation devices (e.g., filters).
This paper reports on the synthesis of a new peptide

otif with FRET capabilities for the selective detection of
u2+, a trace metal that is essential to sustain life, but

s toxic in excess amounts [37–40]. The 15 residue pep-
ide (sequence: Dansyl-Gly-Gly-Asp-Gly-Gly-Asp-Gly-Gly-
sp-Gly-Gly-Asp-Gly-Gly-Trp-CONH2) was not based on any
etal binding proteins in an attempt to illustrate the potential of

onstructing a selective chelator using a short peptide without the
eed for a biological starting point. The FRET pair (tryptophan
s donor and dansyl chloride as acceptor) were conveniently
ttached during SPPS, eliminating the need for labeling reac-
ions. Each of the four aspartic acid residues, which have an
ffinity for hard acid metals such as Cu2+ [41], were separated
y two glycine residues in hopes of exploiting the preference of
u2+ for a square planar coordination and thus resulting in an

ncrease in FRET. Prior to this, two examples of FRET-based flu-
rescent peptidyl chemosensors for Cu2+ have been attempted
n the literature, but the addition of Cu2+ to the peptide solution
esulted in the quenching of one or both fluorophores and no
ncrease in FRET [26,42]. Unfortunately, these previous stud-
es were unable to provide definitive evidence that a change in
RET was occurring due, in part, to the strong influence of the
uenching phenomena.

. Materials and methods

.1. Chemicals

All chemicals were reagent grade unless noted, and deion-
zed distilled water was used to prepare solutions. All glassware
as soaked overnight in 4 mol L−1 HNO3 prior to use. Peptide

ynthesis reagents N-Dansyl-N′-Fmoc-ethylenediamine-MPB-
M (Dansyl NovaTag®) resin (100–200 mesh; 0.38 mmol g−1),
ang resin (100–200 mesh, 1.2 mmol g−1), glycine (Fmoc-
ly-OH), aspartic acid (Fmoc-Asp(t-butyl ester (OtBu))-
H), tryptophan (Fmoc-Trp(Boc)-OH), 2-(1H-benzotriazole-1-
l)-1,1,3,3-tetramethylaminium hexafluorophosphate (HBTU),
nd 1-hydroxybenzotriazole (98%) (HOBt) were used as
eceived from Novabiochem. All the amino acids were of L-
onfiguration. Stock solutions of 1000 �g mL−1 Cd2+ (Ander-
on Laboratories), Cu2+ (SCP Science), Na+ (Sigma–Aldrich),
i2+ (SCP Science), and Zn2+ (Acros) atomic absorption

tandards were used to prepare metal solutions for fluores-
ence measurements. For Ca2+ and Mg2+ (J.T. Baker), the
tock solutions were prepared from standardized solutions of
he reagent grade nitrate salt in 1% (v/v) HNO3 and 1%
v/v) HCl. A 0.05 mol L−1 (N-[hydroxyethyl] piperazine-N′-
2-ethanesulfonic acid]) (HEPES) (Aldrich) buffer was pre-
ared and adjusted to pH 7.0 with ammonium hydroxide
Fisher). Other reagents used include trifluoroacetic acid (99%)

TFA), triisopropylsilane (99%) (TIPS), ethyl ether (Fisher),
ethylenedinitrilo)-tetraacetic acid (EDTA) (EM Science),
-methylmorpholine (NMM) (Fisher), N-methylpyrrolidone

NMP) (Fisher) and piperidine (99%).

7
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.2. Apparatus

A Photon Technologies International Quanta Master Spec-
rofluorimeter (model QM-4/2005) was used for all fluorescence

easurements.

.3. Peptide synthesis

A peptide consisting of the sequence Dansyl-Gly-Gly-
sp-Gly-Gly-Asp-Gly-Gly-Asp-Gly-Gly-Asp-Gly-Gly-Trp-
ONH2 (P1) was synthesized on Dansyl NovaTag® resin
nd a peptide consisting of the sequence Gly-Gly-Asp-Gly-Gly-
sp-Gly-Gly-Asp-Gly-Gly-Asp-Gly-Gly-Trp-CONH2 (P2)
as synthesized on Wang resin by Fmoc-solid phase peptide

ynthesis using a Ranin Symphony Quartet automated peptide
ynthesizer. The peptides were double coupled (each amino
cid coupling reaction was performed twice) in order to
ncrease reaction efficiency and peptide integrity. Cleavage of
he peptides from the resin was conducted with TFA/TIPS/H2O
95/2.5/2.5) for 2.5 h. The solution was then suction filtered,
solated using ether, and lyophilized. The peptide masses
1510.7 for P1 and 1234.1 for P2) were confirmed using
lectrospray mass spectrometry and the purity of each sequence
63% for P1 and 71% for P2) was determined by reverse
hase-HPLC. For both P1 and P2, no other single component
as present in excess of 15%.

.4. Fluorescence studies

.4.1. Cu2+ response studies
Fluorescence emission spectra were collected from

0 �mol L−1 solutions of P1 and P2 (pH 7.0, 50 mmol L−1

EPES). A range of Cu2+ concentrations (1–20 �mol L−1)
ere added to each peptide solution from a 0.002 mol L−1

tock solution. Both FRET studies (monitoring emission
f Trp and dansyl, �ex = 290 nm, �em = 300–574 nm) and
ingle fluorophore studies (monitoring emission of dansyl,
ex = 348 nm, �em = 425–600 nm) were conducted on P1. Single
uorophore studies (monitoring emission of Trp, �ex = 290 nm,
em = 300–425 nm) were conducted on P2. When determining
ignal intensity for dansyl chloride emission, an average of
ntensities in the wavelength region 545–550 nm was used due
o the broad emission peak. For tryptophan emission, intensities
t 348 nm were used.

.4.2. Multi-metal response studies
A 10 �mol L−1 P1 and 10 �mol L−1 (each) Cd2+, Co2+,

n2+, Ni2+ and Zn2+ solution (pH 7.0, 50 mmol L−1 HEPES)
as prepared. A range of Cu2+ concentrations (1–20 �mol L−1)
as added to the P1/metal solution from a 0.002 mol L−1 stock

olution to determine P1’s response to Cu2+ in a transition metal
atrix (�ex = 348 nm, �em = 425–600 nm).
A 10 �mol L−1 P1 and 5 �mol L−1 Cu2+ solution (pH
.0, 50 mmol L−1 HEPES) was prepared. 400 mg L−1 stock
olutions of Ca2+, Cd2+, Mg2+, Na+, Ni2+ and Zn2+ were
repared and 100 �L aliquots were added to the P1/Cu2+

olution. Metal interferant concentration versus %error in
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Fig. 1. Relationship of the fluorescence of P1 to the concentration of Cu2+

(50 mmol L−1 HEPES, pH 7.0). Response of P1 (10 �mol L−1) to the addition
of Cu2+ with excitation at (A) 348 nm and (B) 290 nm (from top to bottom
0
s
w

p
p
a
A
m

w
e
nal decrease in fluorescence was observed after this point. As
expected, a larger amount of quenching occurred when excita-
tion was at 290 nm because dansyl chloride is losing emission by
B.R. White, J.A. Holcombe

u signal was plotted in Origin 7.0® and the polynomial fit
unction was used to determine the concentration of each
etal that would cause a 10% error in the P1 response to
u2+ (�ex = 348 nm, �em = 425–600 nm). This procedure was

epeated for a 10 �mol L−1 P1 and 10 �mol L−1 Cu2+ solution
pH 7.0, 50 mM HEPES).

.5. FRET measurement

In order to determine the initial distance (r) between the flu-
rophores before metal was added, Eq. (1) [34] was used.

= R6
0

R6
0 + r6

(1)

For the measurement of the FRET efficiency (E), the emission
f P2, which contains only tryptophan (ID), has been compared
o the emission of P1, which contains both tryptophan and dan-
yl chloride (ID/A). Eq. (2) [34] was used to calculate FRET
fficiency.

= 1 − ID/A

ID
(2)

he Forster distance, R0, for tryptophan/dansyl chloride has been
reviously determined to be 21 Å [35] and their spectral overlap
as been illustrated [43,44]. The distance between the dyes is
2 Å if P1 is completely elongated.

. Results and discussion

.1. Existence of FRET and fluorescence quenching by
u2+

The fluorescence of P1 (λex = 348 nm) is shown in Fig. 1A
here only dansyl chloride is excited. With excitation of the
rp donor (λex = 290 nm, Fig. 1B), the emission spectra of dan-
yl chloride is again observed, thus verifying FRET. The dansyl
hloride emission decreased noticeably when the pH was low-
red to 3.5, but was restored to its original intensity when the pH
as returned to 7.0, illustrating the robustness of the peptidyl

ystem.
For P1, the fluorescence emission intensity of both fluo-

ophores decreased with the addition of Cu2+ (Fig. 1), suggesting
uenching, and this quenching was easily reversed by the addi-
ion of excess EDTA to the peptide solution. Fig. 1B suggests
hat dansyl chloride quenching might be a simple consequence
f the reduction of FRET excitation. However, Fig. 1A again
hows Cu2+ quenching of dansyl at λex = 348 nm when there is
o excitation of Trp and therefore no chance of FRET. Thus,
u2+ quenches both of these fluorophores. This is further sup-
orted by the more strongly dependent quenching of dansyl on
u2+ when FRET is the primary excitation mode for Trp (see
ig. 1A and B). This is demonstrated in a slightly different pre-

entation in the isotherms shown in Fig. 2.

Fig. 2 also shows that the maximum Cu:peptide binding
atio is approximately one. This suggests that there is probably
nly one Cu binding site that is responsible for both quenching

F
3

.0, 1.0, 3.0, 5.0, 7.0, 9.0, 10.0, 15.0 and 20.0 �mol L−1 Cu2+). All spectra were
moothed using Savitzky–Golay least squares smoothing routine with a 21 point
indow (Origin).

henomena. The quenching of dansyl is likely due to Cu2+ com-
lexation with the dansyl sulfonamide, which has been modeled
nd shown to cause quenching in other peptide systems [24,25].
t pH 7, the Cu2+ coordination to the N-terminal amine of Trp
ay account for its quenching interaction [45].
At 1 equiv Cu2+, P1 quenched to 57.5% of its initial value

hen excited at 290 nm and 41.5% of its initial value when
xcited at 348 nm. As is seen in Figs. 1 and 2, only a nomi-
ig. 2. Fluorescent binding isotherms of P1 with Cu2+(excitation at 290 and
48 nm). A 1:1 copper to peptide binding ratio is observed.
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oth copper quenching and loss of FRET. Studies by Zheng and
oworkers on short Cu2+ binding peptides based on the ACTUN
otif showed almost 100% quenching of dansyl chloride at 1

quiv Cu2+ when the sulfonamide group was directly involved
n Cu2+ binding. Incomplete quenching was seen when the dan-
yl chloride was located on a side chain and not close enough
o the binding event to signal it completely [25]. In the case
f P1, where dansyl chloride is located on the C-terminus, the
ncomplete quenching may be due to the shared Trp/ dansyl bind-
ng site. Also, as will be discussed later, P1 exhibited excellent

etal selectivity towards Cu2+ whereas Zheng and coworkers
itnessed more nonspecific binding when dansyl chloride did
ot quench completely.

The log K of P1-Cu2+ was calculated by the method of Con-
ers [46] to be 4.90. This value is much smaller than that of
etal binding proteins, such as the zinc finger (log K = 9) [47]

r ACTUN (log K = 17) [48], probably as a consequence of the
eptide carboxylates not actually actively involved in Cu2+ bind-
ng in this system, as will be discussed in greater detail in Section
.3.

.2. Cu2+ determination

Calibration curves were constructed from the fluorescence
pectra to illustrate the quantitative dependence of the fluores-
ence on Cu2+ concentration. Detection limits at both excitation
avelengths were calculated for P1 complexation with Cu2+.
he detection limit was 129 �g L−1 at 290 nm and 32 �g L−1 at
48 nm. Due to the lower detection limit and better precision,
ubsequent studies using mixed-metal matrix were conducted
ith excitation only at 348 nm.

.3. Impact of peptide chain’s functionalities in Cu2+

inding

Using equation (1), the FRET efficiency without Cu2+ was
etermined to be 80 ± 4%, which corresponds to a distance of
nly 17 ± 1 Å between the fluorophores, indicating that P1 (62 Å
hen completely elongated) is already tightly coiled or folded

ven before the addition of metal. As a result of this small separa-
ion, it again is reasonable that both the dansyl sulfonamide and
he N-terminal amine may be participating in the same binding
ite, yielding the 1:1 binding ratio.

Even though the fluorophores are initially separated by only
7 Å, it is possible that the peptide chelating unit changes con-
ormation when Cu2+ binds. Typically, an increase in FRET
fficiency (E) denoted by an increase in the acceptor’s fluores-
ence is used to indicate a conformational change. In the case
f P1, both fluorophores are being quenched, making the deter-
ination of a change in E less straightforward. Monitoring and

omparing the emission intensity of two peptide sequences, one
ontaining both fluorophores (i.e., P1) and one containing just
he donor (i.e., P2) is required. An increase in E due to Cu2+ bind-

ng should quench P1’s Trp emission more than P2’s because it
s losing energy from the FRET process and Cu2+ quenching.
ryptophan quenching for both P1 and P2 were plotted (Fig. 3)
nd found to overlap, indicating that no change in E occurred.

o
p
C
t

uggest that no change in FRET efficiency (E) is occurring. The fluorescence
ntensity has been normalized and expressed in terms of percent quenched.
xcitation is at 290 nm.

It is known that Cu2+ has a propensity to coordinate with
arboxylates [41], such as that contained within the peptide
hain of P1. However, previous results suggest that Cu2+ coor-
ination with amines is stronger than Cu2+ coordination with
arboxylates, with Cu2+ able to deprotonate nitrogens on the
eptide backbone [49]. The fact that a 2 fold excess of Cu2+

id not significantly alter the FRET signal suggests that mini-
al binding to the peptide carboxylates is occurring. If binding

ad occurred with such an excess, then the dansyl-Trp dis-
ance would have likely changed as a result of the conforma-
ional change of the peptide unit. This should have produced
n increase or decrease in the dansyl fluorescence because of
n alteration in E. This was not observed. Because the fluo-
ophores are only separated by 17 Å before the addition of metal,
t is likely that the peptide is significantly coiled in the absence
f Cu2+. Thus, the carboxyl ligands in the chain may be inac-
essible or geometrically misaligned for chelation with Cu2+,
llowing coordination with the N-terminal amine, the dansyl sul-
onamide and perhaps nitrogens located on the peptide backbone
nstead.

.4. Evaluation of selectivity

The selectivity of P1 towards Cu2+ was demonstrated in a
H 7.0 HEPES solution containing several transition metal ions
Fig. 4). Initially, when the transition metal ions Cd2+, Co2+,

n2+, Ni2+ and Zn2+ (each is 1 equiv) were added to P1, there
as no significant change in the fluorescence intensity. However,

fter 1 equiv of Cu2+ was added to the solution, the fluorescence
ntensity quenched to 55.1% of its initial intensity. This is a sta-
istically similar value to what was observed for Cu2+ quenching

f P1 in the absence of other metal ions. It is not clear at this
oint how important the peptide link is in providing the proper
u2+ binging geometry for dansyl and Trp, both of which appear

o be involved in the complex.
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Fig. 4. Fluorescent selectivity of P1 toward copper ions (50 mmol L−1 HEPES,
pH 7.0). (a) Free P1 (10 �mol L−1), (b) P1 and mixed metal solution containing
10 �mol L−1 each of Cd2+, Co2+, Ni2+, Mn2+, and Zn2+, and (c) P1, mixed metal
solution and Cu2+ (10 �mol L−1). Excitation wavelength is 348 nm.

Table 1
Concentration (in mg L−1) of various cations and the concentrations that produce
a 10% increase in the fluorescent signal for 0.3 and 0.6 mg L−1 Cu2+

Interfering ion 0.3 mg L−1 Cu2+ 0.6 mg L−1 Cu2+

Ca2+ 23 27
Cd2+ 15 16
Na+ 28 32
Mg2+ 37 42
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The effect of six metal interferents commonly found in Cu2+

ontaminated areas [37] on P1’s fluorescence signal in the pres-
nce of Cu2+ was determined. These metals caused an increase
n P1’s fluorescence signal (i.e., less quenching of P1 as a result
f Cu2+ displacement by non-quenching metals) and Table 1 lists
he concentrations required to cause a 10% error in the fluores-
ence signal at two different Cu2+ concentrations. Zn2+ proved
o have the greatest effect on P1’s fluorescence signal, but needs
o be present at a 22 times excess to do so.

Curiously, when the amount of Cu2+ in the solution doubles,
he interfering metal concentration needed to cause a 10% error
n signal changed very little. Several binding models with vary-
ng number of binding sites and log K values were constructed
n an attempt to simulate this observation. At this time, no expla-
ation is available.

. Conclusion

A new fluorescent peptidyl chemosensor consisting of the
mino acids glycine and aspartic acid for the detection of Cu2+

as designed. The amino acid sequence used was not based on
ny metal binding proteins, which suggests the potential utility
f short peptides in designing selective detectors where a bio-
ogical starting point may not be available. The sensor had a

etection limit of 32 �g L−1 for Cu2+ and exhibited a statisti-
ally similar response to Cu2+ among other possible interfering
etals in a pH 7.0 buffer. Although the sensor was designed to

tilize the signal enhancement capabilities of FRET, which was

[

[

nta 71 (2007) 2015–2020 2019

bserved; in this particular system fluorescence quenching of
oth fluorophores occurred and proved to be the most sensitive
eans of quantifying the results. The lack of a change in FRET

fficiency indicates that the conformation of the peptide in this
ystem is not changing as metal concentrations in the solution
re altered.
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bstract

A mixture of five amino acids including arginine, histidine, phenylalanine, serine and glutamic acid was successfully separated in microchip
apillary electrophoresis and detected with laser-induced fluorescence (LIF) detector. These amino acids were labeled with 5-(4, 6-dichloro-s-
riazin-2-ylamino) fluorescein (DTAF). The analyses were performed on two kinds of modified poly(dimethylsiloxane) (PDMS) microchips. One
ind of chip was simply treated with oxygen plasma (OP-chip), and the other was further modified by coating double layers of non-ionic polymer

oly(vinyl alcohol) (PVA) after plasma oxidization (PVA-chip). The derivatization condition of amino acids by DTAF was optimized. The properties
f the two modified PDMS microchips were studied and separation conditions, such as the buffer pH, buffer concentration and separation voltage,
ere also optimized. The column efficiencies of the two microchips were in the range of 193,000–1,370,000 plates/m. The DTAF-labeled amino

cids were sufficiently separated within 50 s and 90 s in 2.5 cm channels on OP-chip and PVA-chip, respectively.
2006 Elsevier B.V. All rights reserved.

o acid

o
m
U
t
b
e
s
P
m
[
f
P

p
n
p

eywords: Poly(dimethylsiloxane); Modified PDMS microchips; DTAF; Amin

. Introduction

Over the past decade, microfluidic-based analytical methods
ave been developed dramatically because of low sample
onsumption and rapid analysis [1–4]. The production of
icrofluidic devices made of glass or silicon is expensive and

ime-consuming. Polymers such as poly(dimethylsiloxane)
PDMS), poly(methylmethacrylate) (PMMA), and polycarbon-
te (PC) have been employed increasingly as device substrates
5–7]. These substrates are less fragile, cost-effective and
uitable for mass production. Among these polymers, PDMS
as the most widely used one in the last few years because
f its well-known good properties such as easy fabrication
sing a replica molding process, high chemical resistance,
ptical transparency, nontoxicity and good elasticity. However,
ts application in microfluidics has been limited due to its

ydrophobic nature and adsorption of samples. Fortunately,
any modification approaches have been employed on the
DMS microchannels to increase its hydrophilic property in

∗ Corresponding author. Tel.: +86 25 83594862; fax: +86 25 83594862.
E-mail address: hychen@nju.edu.cn (H.-Y. Chen).
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oi:10.1016/j.talanta.2006.09.014
s; Poly(vinyl alcohol)

rder to reduce analytes adsorption. The surface treatment
ethods of PDMS have been reviewed in recent years [8–10].
sing oxygen plasma to treat the PDMS microchip is an effec-

ive approach to create hydrophilic surfaces and to irreversibly
ind the PDMS microchip together [11–18]. However, the short
ffective lifetime of OP-chips remains a problem [19]. One
olution for this problem is attaching hydrophilic group onto the
DMS surface. For example, acrylic acid [20], 2-acrylamido-2-
ethyl-1-propanesulfonic acid (AMPS) [21], polyacrylicamide

22], poly(ethylene glycol) (PEG)[23], PVA [24] and some sur-
actants [25] have been used to enhance the surface properties of
DMS.

Amino acids as a kind of the main components in organism
lay an essential role in physical procedures such as transfer
erve information, regulation metabolic activity, biosynthesis
rotein and peptide. Therefore, to establish rapid and sim-
le method for the analysis of amino acids is of importance.
icrofluidic devices have been successfully used in the sepa-

ation of amino acids on glass chips [2,26–32], PMMA chips

33–37], CaF2 chip [38], PDMS chips and PDMS-glass hybrid
hips [39–41].

The detection methods for amino acids include electro-
hemical detection, chemiluminescence detection, infrared
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etection and fluorescence detection. Among all these methods,
aser-induced fluorescence (LIF) detection is an ideal method
n the miniaturized analytical system because of its high sen-
itivity and low background noise. Some compounds without
uorophore can be detected by derivatization with appropriate
uorescent labeling agent. Fluorescein isothiocyanate (FITC)
as been used to label amino acids in microchip capillary
lectrophoresis, while the derivatization reaction was time-
onsuming and some amino acids derivatized by FITC could
ot be efficiently separated [40,41].

Recently, a fluorescent labeling reagent, 5-(4, 6-dichloro-s-
riazin-2-ylamino) fluorescein (DTAF), which was introduced
y Blakeslee in 1976 [42,43], has been receiving much atten-
ion due to its low cost, high purity and relatively fast labeling
eaction in mild condition. The maximum excitation wavelength
f DTAF is 492 nm, and the maximum emission wavelength
s 520 nm [44]. So the commercially available argon-ion laser
�max = 488 nm) could be used to induce DTAF and its deriva-
ives to emit fluorescence. In capillary electrophoresis (CE),
TAF has been used as pre-column or on-column labeling

eagent for amino acids and biogenic amines [45], phosphorus
ontaining amino acid [46,47], ephedrine and pseudoephedrine
48] and aniline metabolites [49]. Also, it has been used to
abel licorice-derived compounds [50] and biogenic amines [51]
n microchip capillary electrophoresis. However, the methods
or the separation of DTAF-labeled amino acids on PDMS
icrochips have not been reported.
In this paper, two kinds of modified poly(dimethylsiloxane)

PDMS) chips were prepared. One chip (OP-chip) was sim-
ly modified by oxygen plasma treatment, and the other one
PVA-chip) was modified by coating with double layers of
on-ionic polymer poly(vinyl alcohol) (PVA) after the plasma
xidization. Properties of the modified PDMS microchips were
tudied. Five amino acids including arginine, histidine, pheny-
alanine, serine and glutamic acid labeled with DTAF were sep-
rated on these modified PDMS microchips and detected by LIF
etection.

. Experimental

.1. Chemicals and solutions

DTAF (>99.0%) and PVA (Mr = 49,000) were products of
luka (Buchs, Switzerland). Arginine, histidine, phenylalanine,
erine and glutamic acid, sodium dodecyl sulphate (SDS) and
olyoxyethylene dodecanol (Brij35, 30% aqueous solution)
ere purchased from Sigma–Aldrich (St. Louis, MO, USA).
ylgard 184 was obtained from Dow Coring (Midland, MI,
SA). Dimethyl sulfoxide (DMSO), cetyltrimethylammonium
romide (CTAB) and Na2B4O7·10H2O were from Nanjing
eagent Plant (Nanjing, China). DMSO was distilled and dried
y molecular sieves before use. All reagents were of analytical
rade. Stock solutions (10 mM) of amino acids were prepared

ith distilled water (stored at 4 ◦C). A 10 mM DTAF stock solu-

ion was prepared in DMSO (stored at −20 ◦C in the dark). A
0 mM borate buffer (adjusted to the desired pH with HCl and
iluted to proper concentration with distilled water) was used as

e
(
T
1
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erivatization buffer and electrophoresis buffer. All buffer solu-
ions were filtered through a 0.22 �m filter before introduction
nto the chip.

.2. Microchip fabrication

A straight separation PDMS microchannel with cross-
ampling channels was made based on a master composed of
positive relief structure of GaAs for the channels microfabri-

ated in No. 55 Electronic Institution (Nanjing, China) by using
tandard microphotolithographic technology. The PDMS was
eighed, degassed, and poured over the channel master. After

uring at 80 ◦C for 2 h and cooling at room temperature, the
DMS was stripped from the master, producing a pattern of
egative relief channels and reservoirs in the PDMS. Then it
as cut into suitable size and punched holes of 4 mm in diam-

ter. A thin piece of PDMS substrate was obtained by casting
he polymer mixture in a glass box. The sampling channel was
0 �m in width, 18 �m in depth and the separation channel was
0 �m in width and 18 �m in depth, respectively. The PDMS
hip and PDMS substrate were ultrasonically cleaned with ace-
one, methanol and water for 20 min, respectively. Then they
ere dried under an infrared lamp. The total length of the sep-

ration channel was 3.0 cm. The LIF detection length of the
eparation channels was all fixed at 2.5 cm from the intersection
long the separation channel.

.3. Apparatus

As shown in Fig. 1, the simple and effective homemade non-
onfocal LIF detector was greatly improved compared with the
ne described in our previous paper Ref. [52]. An air-cooled
rgon ion laser (Sanle Optical Company, Nanjing, China) with a
88 nm excited wavelength was adjusted to focus the laser on the
icrochannel with an incident angle of 45◦ by a precisely three-

imensional adjustor (Shanghai Lian Yi Instrument Factory of
ptical Fiber and Laser, China) with the precision of ±1 �m in

ach direction. The adjustor was fixed on a slab staged under a
tereoscopic microscope (XTB-1; Jiangnan Optical Instrument
actory, Nanjing, China). The fluorescence emission signal was
ollected by an optical fiber of 2 mm diameter connected with
n inverted microscope via a 40× objective, and then passing
hrough a 535 nm band-pass filter amplified by a photomultiplier
ube (PMT, 750 V) equipped with an amplifier. A homemade
ignal-recording system was used to control the power supply
nd the PMT. Meanwhile, it was used to record the amplified
utput signals from the PMT. A homemade power supply pro-
ided a stable and continuously variable high voltage ranging
rom 0 to 5000 V.

.4. Derivatization procedure

A 2 �L DTAF solution (10 mM), 10 �L stock solutions of

ach amino acid (10 mM) and 8 �L borate buffer solutions
10 mM, pH 9.2) were transferred to 1 mL vials sequentially.
he solutions were centrifugated for 1 min to mix well (TGL-
6G, Shanghai Anting Science Instrument Co.) and kept to
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ig. 1. Schematic of the PDMS microchip system integrated with LIF detection (
B) sample reservoir, (C) sample waste reservoir, and (D) waste reservoir.

eact in a water-bath (38 ◦C) for 30 min. After cooling to
oom temperature, the solutions were stored at −20 ◦C in the
ark before use. Prior to analysis, the derivatization solutions
ere diluted with running buffer to the desired concentrations.
hese solutions can be used for 3 days without fluorescence
ecreasing.

.5. Microchips treatment

The OP-chip was prepared as follows: the structured PDMS
iece and PDMS substrate were treated by oxygen plasma (PDC-
2G, NY, USA) for 1 min. Then the two parts were immediately
ealed and the irreversible bonding was obtained after they
oined together. All reservoirs were filled with distilled water
nd then the channels were filled with water automatically and
ompletely due to capillary action (if no plasma treatment, the
olution was forced through the channel by a vacuum pump).

The PVA-chip was similarly prepared according to Ref. [24].
imply, the oxygen plasma treated chip was filled with PVA
queous solution (1%, w/w) and then placed at room temper-
ture for 10 min. After that, the reservoirs and channels were
mptied by a vacuum pump. The PVA coated chip was dried
y heating at 115 ◦C for 10 min. The above steps were repeated
nce. Finally, the coating was thermally immobilized in an oven
ith the temperature was increased from 115 ◦C to 140 ◦C at
◦C/min and then maintained for 20 min at 140 ◦C. After that,

he chip was allowed to cool down to room temperature inside
he oven. For ATR-FT-IR measurement, the upper face of flat
DMS was immersed in PVA solution for 10 min, and the other
rocedure was the same as that in coating PDMS channels.

.6. Characteristic measurement of PDMS

Fourier-transform infrared absorption by total attenuated
eflection (ATR-FT-IR) spectra of PDMS on a wedged germa-

ium crystal were obtained using a Bruker IFS 66/S spectrometer
ith a DTGS detector. A freshly cleaned germanium crystal sur-

ace was recorded as a reference. All spectra were obtained at
5◦ angle of incidence for 50 scans with a resolution of 4 cm−1

n the range of 2000–4000 cm−1.

3

b
d

nd structure of the PDMS microchip (right). Reservoirs are (A) buffer reservoir,

.7. Electrophoretic experiments

All the reservoirs filled with water on OP-chip were emptied
nd loaded with 2 �l buffer solutions. Then, the chip was placed
nto the slab and the platinum electrodes were put into four
eservoirs. The cross injection was carried out by applying high-
oltage to the sample reservoir for several seconds through Pt
lectrodes connected to the power supply, with the sample waste
eservoir grounded and the other two reservoirs floating. Once
he injection was finished, the separation voltage was applied
o the buffer reservoir with the waste reservoir grounded and
he other two reservoirs floating. As for the PVA-chip, the same
njection procedure was used on such chip except that the elec-
rodes were reversedly placed.

.8. Measurement of EOF

EOF was detected using a new current monitoring method as
ur group reported previously [53]. Briefly, the separation chan-
el and detection cell were filled with buffer. Then the injection
ample channel and separation channel were rinsed with this
uffer in sequence for 10 min, respectively. After that, a diluted
uffer (buffer:water = 8:2) was placed in the same reservoir. The
eak was monitored at 0 V with a single carbon fiber cylindrical
lectrode, which was placed in the end of the separation chan-
el. The diluted buffer would lead to an increase of peak current.
igration time of EOF was rapidly obtained. The EOF was cal-

ulated according to the equation of μeof =(L/t)E−1, where L is
he effective length of the microchannel, t the migration time of
he diluted buffer in the separation channel, and E is the electric
eld strength. Electrochemical detection was performed using
amperometric i–t curve” mode with a CHI630A electrochem-
cal analyzer (CHI Co., Shanghai, China).

. Results and discussion

.1. Derivatization conditions
Fig. 2 shows the scheme of the derivatization reaction
etween DTAF and amino compounds. The derivatization con-
itions between DTAF and amino acids had been reported in
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ig. 2. Scheme of the derivatization reaction between DTAF and amino com-
ounds.

ef. [30]. The derivatization conditions were mild and the reac-
ion time was short. In this study, the reaction temperature 38 ◦C,
eaction time 40 min and reaction medium pH 9.2 borate buffer
10 mM) were selected for the derivatization. In addition, it was
ound that the hydrolysate of DTAF had much higher signals
han those of samples. So, several changes were introduced to
nhance the sample signals and also suppress the hydrolyzation,
amely: (1) the sample dilution was carried out after the deriva-
ization reaction instead of before the derivatization reaction to
ecrease the DTAF hydrolysis. (2) The different molar ratios
etween DTAF and amino acids (5:1, 1:1, 1:5 and 1:10) were
ested. It was found that the signal intensities of DTAF-labeled
mino acids were increased with the increasing amount of amino
cids. Considering the use of smaller sample amount, the best
olar ratio 1:5 between DTAF and amino acids for derivatiza-

ion was chosen instead of 1:10.

.2. Properties of modified chips
.2.1. ATR-FT-IR characteristic
In the ATR-FT-IR spectrum of the native PDMS there was

o infrared absorption between 3030 and 4000 cm−1 (Fig. 3A),

m
p
c
a

ig. 4. (A) Effect of pH on EOF of the native PDMS chip (�), OP-chip PVA-chip
VA-chip (�).
ig. 3. ATR-FT-IR spectra of (A) native PDMS and (B) plasma oxidized PDMS
oated with two-layer PVA.

hile in the spectrum of the PVA treated PDMS a band at ca.
390 cm−1 was observed (Fig. 3B), which was attributed to O–H
tretch vibration of PVA. It is well-known that the –OH group
f polymer (solid and liquid) is found at 3500–3250 cm−1 and
he dominant group –OSi (–CH3)2O– has no infrared absorption
n the range of 3100–3700 cm−1. This indicated that PVA had
een successfully coated on the PDMS surface.

.2.2. EOF
EOF is a useful parameter to investigate surface modifica-

ion and the stability of modified layers. Fig. 4A showed the
elationship between EOF and pH (in basic condition) on the
odified chips and native PDMS chip in 10 mM borate buffer.
he pH greatly influenced the EOF of OP-chip and native PDMS

icrochip. The EOF of OP-chip increased with the increase of

H as a whole and enhanced doubly than that of native PDMS
hip. The EOF of PVA-chip was more stable in tested pH values
nd was suppressed by three times than that of native PDMS

(�) and PVA-chip (�) and (B) the stability of EOF on the OP-chip (�) and
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Fig. 5. Electropherogram of the separation of DTAF-labeled amino acids on
native PDMS chip (A), OP-chip (B) and PVA-chip (C). Separation conditions:
10 mM borate buffer (A and C), 15 mM borate buffer (B), pH 8.0; separation
052 Y. Xiao et al. / Talan

hip. The relative standard deviation (R.S.D.) of EOF for native
DMS chip was 1.31% (n = 3), and 0.29% and 0.45% (n = 3) for
P-chip and PVA-chip in pH 8.1, respectively. Fig. 4B showed

he stability of EOF in 10 mM buffer (pH 8.1). The EOF of OP-
hip decreased obviously after 2 h, reduced by 6% 2.5 h later,
hen changed little within 2 h, and last decreased slowly after
his period of time. The EOF of PVA-chip was relatively more
table and decreased by 6% 6 h later.

Fig. 5 showed the electropherograms of the separation of
mino acids on native PDMS chip, OP-chip and PVA-chip,
espectively. On native PDMS chip, the DTAF-labeled amino
cids and hydrolysate of DTAF were strongly adsorbed and the
eparation of amino acids could not be observed. While on both
P-chip and PVA-chip, base-line separation of DTAF labeled

mino acids was achieved. The suppressed adsorption and the
ood separation efficiency attributed to the hydrophilic func-
ional groups such as silanol, hydroxyl and carboxyl which were
enerated after oxygen plasma treatment on the PDMS sur-
ace and the highly hydrophilic non-ionic polymer PVA layer
n PDMS. As can be seen in Fig. 5C, the peak sequence of
nalytes on PVA-chip was in the reversed order in compari-
on with that on OP-chip shown in Fig. 5B, which was due to
hatthe the EOF of PVA-chip was suppressed greatly as shown
n Fig. 4, then in this experiment all the analytes on PVA-
hip were detected at the anode with the reversed migration
rder accordingly. In addition, all the analytes were success-
ully separated within 50 s and 90 s on OP-chip and PVA-chip,
espectively.

.3. Optimization of electrophoresis conditions

.3.1. Effect of buffer pH value
The pH value of running buffer, which can influence the

obility of analytes by adjusting the velocity of EOF and the
harge of the analyte molecule, has been acknowledged as one
f the most important parameters for electrophoretic separation.
urthermore, the buffer pH value can influence the substance
uorescence intensity [54]. The fluorescence intensities of
ompounds labeled with DTAF were commonly high at basic
ondition. Therefore, the effects of borate buffer system pH
anged from 7.6 to 9.2 on the separation of amino acids on
P-chip and PVA-chip were mainly tested. The results showed

hat the pH greatly influenced the separation of histidine and
henylalanine. Fig. 6 showed the effect of pH on the resolution
based on equation: R = 1.18((t2 − t1)/(w1/2(2) + w1/2(1))) of
he two kinds of amino acids. As can be seen in Fig. 6, the
esolution deceased with the increase of pH on both chips.
nd the efficient separation of histidine and phenylalanine
ere achieved from pH 7.6 to 8.2 on OP-chip. Above pH 8.2,
istidine and phenylalanine could not be separated efficiently.
urther increasing the pH, the resolution between histidine
nd phenylalanine decreased to zero. Although the efficient
eparation could be obtained at pH 7.8, the signal intensities of

nalytes at this pH value were much lower than that at pH 8.0.
herefore, running buffer pH 8.0 was selected for separation
n OP-chip. It also can be seen from Fig. 6 that histidine and
henylalanine were separated except at pH 9.2 on PVA-chip. At

voltage 800 V (A), 1000 V (B and C); 3 cm separation length; 2.5 cm detection
length; 10 �M for each amino acid.
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Fig. 6. Effect of running buffer pH on the resolution of DTAF-labeled histidine
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Table 2
The resolutions of amino acids at different separation voltage on OP-chip and
PVA-chip

Separation voltage (V) OP-chip PVA-chip

RHis,Phe RPhe,Ser RSer,Phe RPhe,His

800 1.7 1.7 1.8 1.7
1000 2.1 2.0 1.7 1.6
1
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obtained on PVA-chip. We speculated that the wider linear range
nd phenylalanine on OP-chip (�) and PVA-chip (�). Separation conditions:
0 mM borate buffer; separation voltage, 800 V (�) and 1000 V (�); other con-
itions as in Fig. 5.

H 8.0, the signal intensities of analytes were high; therefore,
unning buffer pH 8.0 was selected for separation on PVA-chip.

.3.2. Effect of borate buffer concentration
The effect of borate buffer concentration on separation was

nvestigated in the range of 5–20 mM at pH 8.0. To select
he optimal buffer concentration for separation, the resolutions
etween histidine, phenylalanine and serine were calculated and
he results were shown in Table 1. It can be seen that the borate
odium concentration (15 mM) was the best one for the separa-
ion of amino acids on OP-chip. Though the best resolutions can
e obtained both in buffer concentration 10 mM and 20 mM on
VA-chip, the signal intensities of analytes were much lower in
0 mM buffer than those in 10 mM buffer. So, the buffer con-
entration 10 mM was chosen as the separation concentration
n PVA-chip.

.3.3. Effect of applied voltage
The effect of applied voltage on separation was investigated

n the range of 800–1400 V on OP-chip and 800–1200 V on
VA-chip. The resolutions between histidine, phenylalanine and

erine were calculated and the results were shown in Table 2.
ccording to the data, the best separation was obtained with
000 V separation voltage on OP-chip. The separation efficiency
n PVA-chip decreased with the increase of voltage. When the

able 1
he resolutions of amino acids in different buffer concentration on OP-chip and
VA-chip

uffer concentration (mM) OP-chip PVA-chip

RHis,Phe RPhe,Ser RSer,Phe RPhe,His

5 1.2 1.2 1.5 1.3
0 1.8 1.6 2.2 1.7
5 1.8 1.8 2.1 1.4
0 1.5 1.7 2.2 1.7

o
b
o

T
T

A
H
P
S
G

200 1.8 1.8 1.4 1.3
400 1.9 1.5

eparation voltage 800 V was used, the signal intensities of ana-
ytes were low. So, a voltage of 1000 V was applied for separation
f amino acids on PVA-chip.

.3.4. Effect of surfactants
Different kinds of surfactants including SDS, Brij35 and

TAB were tested in order to change the electroosmotic flow
o obtain more kinds of amino acids separation in such shorter
hannel on OP-chip. Unfortunately, the added surfactants cannot
fficiently increase the resolutions between histidine, phenylala-
ine and serine, but induce the baseline raise [55]. Therefore, no
urfactants were added in this experiment.

.4. The separation reproducibility

Under the optimal separation condition, the separation repro-
ucibility on the modified microchips was tested based on the
.S.D of the migration time and the peak height of the ana-

ytes. The results were shown in Table 3. The results showed
ood reproducibility achieved on OP-chip and on PVA-chip. In
ddition, more than 40 and 60 runs with good resolution were
erformed continuously on OP-chip and PVA-chip, respectively.

.5. The Linear range and detection limit

Under the selected conditions, a linear relationship was
btained between the height of detection signal with non-
onfocal LIF and the concentration of analyte. The linear range
nd detection limit on modified microchips were shown in
able 4. The results showed that the wider linear range was
btained on PVA-chip attributed to two aspects, one was the sta-
le EOF of PVA-chip and the other was the efficient suppression
f the adsorption especially in high concentration conditions.

able 3
he reproducibility of migration time and peak height on the modified chips

R.S.D. (%) of the
migration time (n = 3)

R.S.D. (%) of the
peak height (n = 3)

OP-chip PVA-chip OP-chip PVA-chip

rg 0.58 2.0 3.8 3.9
is 0.84 1.0 3.7 4.6
he 0.81 1.2 1.4 3.6
er 0.61 1.0 0.64 1.4
lu 0.66 0.53 2.5 3.7
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Table 4
The linear range and detection limit on modified chips

Linear range (�M) Detection limit (�M, S/N = 3) Correlation coefficients

OP-chip PVA-chip OP-chip PVA-chip OP-chip PVA-chip

Arg 2.0–75.0 8.0–100.0 1.6 5.0 0.9951 0.9948
His 8.0–90.0 10.0–150.0 3.0 5.5 0.9966 0.9949
Phe 5.0–150.0 4.0–150.0 2.0 2.0 0.9998 0.9984
Ser 8.0–80.0 4.0–100.0 2.0 2.0 0.9971 0.9976
Glu 6.0–70.0 10.0–92.0 5.0 7.0 0.9911 0.9937

Table 5
The column efficiency of amino acids on OP-chip (Na) and PVA-chip (Nb)

Theoretic plate number (plates/m) Arg His Phe Ser Glu

N 6 × 1
N 0 × 1
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a 1.03 × 106 1.2
b 4.28 × 105 5.2

The column efficiencies (based on equation: N =
.54(tR/w1/2)2) were also calculated based on Fig. 5 and
he results were shown in Table 5. It can be seen that high
olumn efficiencies were obtained on both microchips. The
fficiency is similar to those on PDMS/glass [41] and PMMA
35] chips with confocal LIF detection. The theory plate num-
ers were 7.9 × 105, 2.7 × 105 and 6.4 × 104 plates/m for FITC
abeled Arg, Phe and Glu on PDMS/glass chip, respectively
41], and 2.1 × 105, 3.7 × 105 and 1.4 × 105 plates/m for NBD
abeled Ser, Glu and Phe on PMMA chip, respectively [35].

. Conclusions

In this paper, two kinds of modified PDMS chips – OP-chip
nd PVA-chip have been successfully used for the complete
eparation of five DTAF derivatized amino acids including argi-
ine, histidine, phenylalanine, serine and glutamic acid. Com-
ared to native PDMS microchips, the adsorption of solute
educed greatly on these modified microchips. Both modified
icrochips have high column efficiencies, which were in the

ange of 193000–1370000 plates/m. Comparing the two mod-
fied microchips, OP-chip exhibited higher separation efficien-
ies, good reproducibility and shorter analysis times while PVA-
hip had relatively wider linear range and long lifetime stable
OF.
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trophoresis 26 (2005) 1849.
42] D. Blakeslee, J. Immunol. Meth. 13 (1976) 305.
43] D. Blakeslee, J. Immunol. Meth. 17 (1977) 361.

[
[

[

(2007) 2048–2055 2055

44] G.Z. Chen, X.Z. Huang, Z.Z. Zheng, J.G. Xu, Z.B. Wang, Fluorescence
Analysis Method, 2nd ed., Science Press, Beijing, 1991, 287.

45] M. Molina, M. Silva, Electrophoresis 23 (2002) 2333.
46] M. Molina, M. Silva, Electrophoresis 23 (2002) 1096.
47] X. Liu, Y.Q. Hu, L. Ma, Y.T. Lu, J. Chromatogr. A 1049 (2004) 237.
48] W.P. Wang, C.H. Li, Y. Li, Zh.D. Hua, X.G. Chen, J. Chromatogr. A 1102

(2006) 273.
49] E. Orejuela, M. Silva, Electrophoresis 26 (2005) 2991.
50] A.W. David, C.H. Li, Paul, Anal. Chim. Acta 507 (2004) 107.
51] N.P. Beard, J.B. Edel, A.J. deMello, Electrophoresis 25 (2004) 2363.
52] Y. Zhang, N. Bao, X.D. Yu, J.J. Xu, H.Y. Chen, J. Chromatogr. A 1057

(2004) 247.

53] J.J. Xu, N. Bo, X.H. Xia, Y. Peng, H.Y. Chen, Anal. Chem. 76 (2004) 6902.
54] G.Z. Chen, X.Z. Huang, Z.Z. Zheng, J.G. Xu, Z.B. Wang, Fluorescence

Analysis Method, 2nd ed., Science Press, Beijing, 1991, p. 83.
55] B.C. Giordano, L. Jin, A.J. Couch, J.P. Ferrance, J.P. Landers, Anal. Chem.

76 (2004) 4705.



A

p
a
i
i
m
i
i
2
t
s
©

K

1

a
t
t
R
o
p
4
c
u

a

0
d

Talanta 71 (2007) 1993–1997

Application of microwave-assisted desorption/headspace solid-phase
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bstract

Pretreatment of silica gel sample containing 1-naphthylamine by microwave-assisted desorption (MAD) coupled to in situ headspace solid
hase microextraction (HS-SPME) has been investigated as a possible alternative to conventional methods prior to gas chromatographic (GC)
nalysis. The 1-naphthylamine desorbs from silica gel to headspace under microwave irradiation, and directly absorbs onto a SPME fiber located
n a controlled-temperature headspace area. After being collected on the SPME fiber, and desorbed in the GC injection port, 1-naphthylamine
s analyzed by GC-FID. Parameters that influence the extraction efficiency of the MAD/HS-SPME, such as the extraction media and its pH, the

icrowave irradiation power and irradiation time as well as desorption conditions of the GC injector, have been investigated. Experimental results
ndicate that the extraction of a 150 mg silica gel sample by using 0.8 ml of 1.0 M NaOH solution and a PDMS/DVB fiber under high-powered
rradiation (477 W) for 5 min maximizes the extraction efficiency. Desorption of 1-naphthylamine from the SPME fiber in GC injector is optimal at

50 ◦C held for 3 min. The detection limit of method is 8.30 ng. The detected quantity of 1-naphthylamine obtained by the proposed method is 33.3
imes of that obtained by the conventional solvent extraction method for the silica gel sample containing 100 ng of 1-naphthylamine. It provides a
imple, fast, sensitive and organic-solvent-free pretreatment procedure prior to the analysis of 1-naphthylamine collected on a silica gel adsorbent.

2006 Elsevier B.V. All rights reserved.
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. Introduction

1-Naphthylamine is an important industrial material, used
s a chemical intermediate for certain dyes, rubber and in
he synthesis of a large number of chemicals such as cer-
ain herbicides [1,2]. Although the International Agency for
esearch on Cancer (IARC) states there is inadequate evidence
f 1-naphthylamine being a human carcinogen, however, occu-
ational exposure to commercial 1-naphthylamine containing

–10% of 2-naphthylamine is strongly associated with bladder
ancer. Therefore, it has been regulated as 1 of 13 carcinogens
nder the General Industry Standard, 29 CFR 1910.1004 by

∗ Corresponding author. Tel.: +886 4 22853148; fax: +886 4 22862547.
E-mail addresses: JFJen@dragon.nchu.edu.tw (J.-F. Jen),

iosh@mail.iosh.gov.tw (T.-S. Shih).
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ica gel; Workplace monitoring

SHA [3]. 1-Naphthylamine in workplace is thus monitored to
rotect workers from exposure [4].

For monitoring 1-naphthylamine in workplace air, sulfu-
ic acid-treated glass fiber filters are used to collect samples
n the occupational safety and health administration (OSHA)

ethod [5]. After desorption and phase transfer, the analysis is
erformed by reaction the amine with heptafluorobutyric acid
nhydride (HFAA) and analyzing the resulting derivative by
C-ECD [5]. Although this method is sensitive and precise, it

equires organic solvent and complicate process for derivatiza-
ion. Silica gel is used as a mediator to collect naphthylamines
n air in NIOSH method [4]. As in other environmental sam-
les [6–9], appropriate pretreatment of the silica gel sample is

equired including desorption with 2-propanol and enrichment
y evaporation prior to chromatographic analysis [5]. Although
hese procedures yield good results, they are relatively time-
onsuming, hazardous to health due to the organic solvents, and
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ery expensive with respect to the disposal of solvents. There-
ore, pretreatment procedures that take a short time and use little
r no organic solvents have led to the recent developed tech-
iques.

In the past 10 years, solid-phase microextraction (SPME) has
een used as an alternative to collect samples in environmental
atrices prior to GC analysis [10–14]. With advantages of
PME, Zhu et al. [15] applied a SPME sampling method to
ollect 1-naphthylamine. Later, the headspace SPME (HS-
PME) was developed and applied to prevent matrix effects
nd eliminate interference for volatile analytes [10,16–17].
owever, HS sampling is only suited for volatile analytes, or

t will take a long time to finish the sampling and obtain a bad
ensitivity.

In this decade, microwave energy was applied to acceler-
te sample digestion [18], extraction [19,20] and derivatization
21,22] in chemical analyses. Under microwave irradiation, the
emperature of system rises within a very short-time period.
herefore, microwave heating also applied to improve the SPME
ampling [23–26].

In our recent studies, the microwave-assisted HS-SPME has
een developed to achieve the one-step in situ headspace sam-
ling of semi-volatile organic compounds in aqueous samples,
egetables, and soil before GC analysis [27–31]. Besides, the
S-SPME sampling coupled with microwave-assisted desorp-

ion (MAD) has also been developed successfully and applied to
ollect aniline from silica gel adsorbent [32]. Because the boil-
ng point (301 ◦C), pKa (3.40) and polarity of 1-naphthylamine
re much different from those of aniline (boiling point 184 ◦C,
Ka 4.19), the application of the MAD/HS-SPME technique as

n alternative pretreatment step for 1-naphthylamine collected
n silica gel adsorbent is still required to investigate.

In this work, the MAD in situ on-line HS-SPME was system-
tically investigated to be a simple, fast, sensitive and solvent-

t
d
p

Fig. 1. The assembly of MAD
1 (2007) 1993–1997

ree pretreatment process for the gas chromatographic analysis
f 1-naphthylamine collected in silica gel adsorbent.

. Experimental

.1. Chemicals and reagents

Deionized water was produced using a Barnstead Nanop-
re water purification system (Barnstead, NY, USA) for all
queous solutions. All chemicals and solvents were of ACS
eagent grade. 1-Naphthylamine was purchased from Fluka
Buchs, Switzerland). Ethanol (95%), iso-propyl alcohol (IPA),
nd acetic acid were purchased from J.T. Baker (Phillipsburg,
J, USA). Acetone was obtained from Mallinckrodt (Paris,
entucky, USA), sodium hydroxide was from Tedia (Fairfield,
hio, USA) and hydrochloric acid (36.5%) was from Fisher
cientific International (USA). A standard stock solution of 1-
aphthylamine (0.5 mg/ml) was prepared by dissolving 5 mg
-naphthylamine in 10 ml iso-propanol containing 0.05% acetic
cid; the solution was stored at 4 ◦C in silanized brown glass bot-
le with Teflon-lined cap. Fresh working solutions were prepared
y appropriately diluting the stock solution with the iso-propanol
ontaining 0.05% acetic acid. Silica gel (grade 12, 20/40 mesh)
nd silica gel sampling tubes (100 mg/50 mg, ORBOTM-52)
ere obtained from Supelco (Bellefonte, PA, USA). Highly pure
itrogen (99.9995%) and hydrogen (99.9995%) were obtained
rom Lien-Hwa (Taichung, Taiwan).

.2. GC/FID system
The GC employed herein was a Hewlett-Packard 6890 sys-
em (Pennsylvania, USA) equipped with a flame ionization
etector (FID), and a split/splitless injector. Separations were
erformed using a fused silica CP-WAX 52 CB capillary column

-HS-SPME apparatus.
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3.2. Microwave irradiation conditions

The influences of microwave irradiation power (95, 172,
255, 345 and 477 W) and irradiation time (from 1 to 9 min)
C.-T. Yan et al. / Tala

30 m × 0.53 mm i.d., 1.0 �m film thickness) (Agilent Technolo-
ies, PA, CA). Separation was conducted isothermally at 210 ◦C
ith the carrier gas (N2) at a flow-rate of 20 ml/min. The injector
as held at 250 ◦C to desorb the 1-naphthylamine in SPME for
min, and the FID was maintained at 350 ◦C. A Chem-Lab Data

ystem (Chem-Lab. Co.,Taipei, Taiwan) was used to obtain the
hromatogram and perform data calculations.

.3. MAD/HS-SPME system

The microwave oven was a modified home-used SM-1912
ystem (2450 MHz, MIDEA, Thailand) with a maximum power
f 700 W. After modification, the effective powers of microwave
ere 95, 172, 255, 345 and 477 W for weak, medium-low,
edium, medium-high and high irradiation, respectively. The

eadspace sampling apparatus included a water jacket condenser
21 mm o.d., 215 mm length, with inner-tube of 3 mm i.d., 5 mm
.d. and 180 mm length) connected to a temperature-controlled
irculating water bath (9D-610, DENG YNG, Taiwan) to control
he sampling zone temperature. The proposed MAD-HS-SPME
ystem was set up as shown in Fig. 1. Aluminum foil was
acked onto the inner and outer wall of the microwave oven
n the interface between the microwave body and the headspace
ampling apparatus to prevent microwaves from leaking. A MD-
000 microwave leak detector (Less EMF Inc., NY, USA) was
mployed to check the safety of the set-up through the experi-
ent.
The SPME device, consisting of the holder and the fiber

ssembly for manual sampling, was purchased from Supelco
nd used without modification. The fibers used herein were 1 cm
ength and coated with 65 �m PDMS/DVB, 100 �m PDMS,
5 �m CAR/PDMS, 65 �m CW/DVB, 85 �m PA, 50/30 �m
VB/CAR/PDMS and 85 �m CAR/PDMS. They were condi-

ioned before they were used as the procedures recommended by
upplier before they were used. The needle on the SPME manual
older was set to its maximum length of 4 cm in the GC injector
ort. A desorption temperature of 250 ◦C, held for 3 min, was
et to generate the highest sensitivity to 1-naphthylamine. All
nalyses were conducted using a 20 ml vial containing 150 mg
f silica gel sample and 0.8 m1 of 1.0 M NaOH.

.4. Preparation of the silica gel spiked sample (surrogate
ample)

Several portions of 3 g of silica gel were individually
piked with 0.01–1.0 ml of 1-naphthylamine standard solution
10 �g/ml) and 1.0 ml of iso-propanol. After mixed thoroughly,
he iso-propanol was removed to dryness through an evaporator.
ilica gel samples spiked with 0.005–0.5 �g of 1-naphthylamine
er 150 mg were obtained, respectively.

.5. Procedure
Silica gel or silica gel-spiked surrogate samples (150 mg)
ere added with 0.8 ml of 1.0 M NaOH to a 20 ml sample vial.
fter swirling, the vial was placed in the microwave oven and

onnected to the HS-SPME system. A SPME device with a
(2007) 1993–1997 1995

ber was inserted into the hollow part of the condenser con-
ected to a water circulator to control the sampling temperature.
he 1-naphthylamine was absorbed onto the SPME fiber in the
eadspace directly under 477 W of microwave irradiation for
min. After 1-naphthylamine was collected on fiber, the SPME
ber was desorbed in the GC injector and analyzed using the
C system.

. Results and discussion

In order to obtain the optimum conditions of the MAD-
S-SPME pretreatment for 1-naphthylamine adsorbed in silica
el, factors that affected the extraction efficiency, including the
icrowave power and its irradiation time (fiber sampling time),

he extraction solution and its pH, the fiber used and sampling
emperature, as well as the desorption conditions, were studied
horoughly.

.1. Selection of SPME fiber coating

Seven commercial SPME fiber-coatings (65 �m PDMS/
VB, 100 �m PDMS, 75 �m CAR/PDMS, 65 �m CW/DVB,
5 �m PA, 50/30 �m DVB/CAR/PDMS and 85 �m CAR/
DMS) were evaluated for the MAD-HS-SPME sampling. A
ortified aqueous sample (2 �l of 10 �g/ml 1-naphthylamine
piked in 0.8 ml of 1.0 M NaOH solution) was analyzed in
riplicate using each fiber. After 5 min of MAD-HS-SPME sam-
ling at 477 W of microwave irradiation and GC-FID deter-
ination, the results were shown in Fig. 2. It is obvious that

he mixed PDMS/DVB fiber and the CW/DVB fiber absorbed
-naphthylamine more efficient than others, and the mixed
DMS/DVB fiber was therefore used herein.
Fig. 2. The extraction efficiency on various SPME fibers.
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Sm = 0.016 and Sb = 0.21). Because the slope of a calibration plot
represents the detection sensitivity of analyte which related to
the efficiency of operation process, thus desorption efficiency
of 1-naphthylamine from silica gel into aqueous solution can
996 C.-T. Yan et al. / Tala

n the extraction of 1-naphthylamine from the silica gel sam-
le were investigated. Silica gel (150 mg) spiked with 0.1 �g of
-naphthylamine was used as the test sample. From a series of
ests, the results indicated that the peak area increased with the
ower of irradiation and with the irradiation time (same as sam-
ling time), reaching an optimum at 5 min and then leveling, of
77 W microwave irradiation. It revealed that microwave irradi-
tion at high irradiation power (477 W) for 5 min has enough to
chieve the best extraction efficiency of HS-SPME.

.3. Effect of sodium hydroxide addition on extraction
fficiency

In this study, 150 mg silica gel spiked with 0.1 �g of 1-
aphthylamine was used as the spiked surrogate sample. In
he proposed method, microwave irradiation tended to increase
he temperature and thus the partition ratio of 1-naphthylamine
etween headspace and silica gel. However, an insignificant
ignal of 1-naphthylamine was observed in the chromatogram
y direct microwave-assisted desorption of silica gel and in
itu headspace SPME. It implied that the energy absorbed by
he silica gel was not enough to desorb 1-naphthylamine into
eadspace. Polar water was thus added into the silica gel sample
o enhance the energy absorption during microwave irradiation.

oreover, the acidic silica gel turns 1-naphthylamine into its
rotonated form (1-naphthylaminium ion), which does not favor
vaporation. Therefore, 1.0 M NaOH was used to neutralize the
cidity of the extraction medium and increase the pH to keep
-naphthylamine in its neutral form for evaporation. The effect
f NaOH addition was thus examined. Results indicated that
he peak area of 1-naphthylamine increased with the volume
f NaOH addition until 0.8 ml, beyond which volume the area
ecreased slightly due to the dilution effect. Therefore, 0.8 ml
f 1.0 M NaOH was used to extract 1-naphthylamine from silica
el in the MAD-HS-SPME process.

.4. Temperature of sampling system

A 150 mg of silica gel spiked with 10 �g/ml of 1-
aphthylamine 2 �l was added to a 20 ml vial containing 0.8 ml
f 1.0 M NaOH to elucidate the effect of sampling temperature
from 15 to 90 ◦C) on the recovery of 1-naphthylamine. The
esults indicated that the peak area increased with the sampling
emperature, reaching a maximum at 80 ◦C, and then declining
lightly. Thus, the sampling temperature was controlled at 80 ◦C
o enable 1-naphthylamine to be absorbed on the SPME fiber.

.5. Thermal desorption of 1-naphthylamine from SPME
ber

The optimal temperature and duration time for desorbing 1-
aphthylamine in the hot GC injector were investigated from
90 to 270 ◦C for 1–5 min, respectively. After a series of

ests, results demonstrated that the peak area (desorption effi-
iency) increased with the injector temperature, reaching a
aximum at 250 ◦C, and then declined slightly. It also implied

-naphthylamine is unstable at high temperature. Only one min
F
m

1 (2007) 1993–1997

as sufficed for the thermal desorption of 1-naphthylamine from
he SPME fiber. To ensure complete desorption and regenerate
he fiber, the fiber was desorbed in the hot injector for 3 min at
50 ◦C. Thereafter, no significant signal was observed for the
e-injection.

.6. Features of the method

To examine the applicability of the proposed MAD-HS-
PME method as an alternative pretreatment process in the
uantitative determination of the absorbed 1-naphthylamine in
ilica gel by GC-FID, silica gel spiked with 1-naphthylamine
as used for calibration, following complete treatments involv-

ng MAD-HS-SPME and thermal desorption from the fiber
nto the chromatographic system. Fig. 3 shows a FID chro-
atogram of 1-naphthylamine in surrogate sample obtained

nder the conditions described previously. The peak appeared at
.07 min is 1-naphthylamine and at 0.43 min is the solvent sig-
al. A calibration plot was established over the concentration of
0–500 ng/150 mg silica gel with equation of Y = 0.57X + 10.68.
he linear relationship between the peak area and the spiked
uantity was in good agreement with a correlation coefficient
R2) of 0.9955. The standard deviation of the slope (Sm) is 0.0084
nd of the intercept (Sb) is 0.39. The detection limit was calcu-
ated by dividing three times the average background noise by
he detection sensitivity (slope of calibration plot), which was
.30 ng. The precision was 1.56% R.S.D. estimated by perform-
ng four extractions of 1-naphthylamine spiked in silica gel at
he concentration of 100 ng per 150 mg of silica gel, prepared as
escribed in Section 2. The calibration plot of 1-naphthylamine
stablished over the concentration of 0.5–100 ng by direct
njection of standard solutions was specified with equation
f Y = 13.87X + 5.13 (R2 = 0.9997, Sm = 0.25 and Sb = 0.022).
hen spiked 20–500 ng of 1-naphthylamine in 0.8 ml of 1.0 M
aOH and with the MA-HS-SPME pretreatment process to
etermine quantities of 1-naphthylamine, a calibration plot was
lso obtained with equation of Y = 0.88X + 16.51 (R2 = 0.9978,
ig. 3. Chromatogram of 1-naphthylamine spiked in silica gel with the proposed
ethod.
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Table 1
Analytical results of spiked sample by the proposed method and the conventional extraction method

Run Average R.S.D. (%)

1 2 3 4

Method, detected quantitya

MAD-HS-SPME 4.66 4.60 4.61 4.76 4.66 1.56
b 0.1
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IPA extraction 0.15 0.14

a Obtained from the peak area and the calibration plot of direct injection.
b Extracted by 1 ml iso-propanol, 2 �l of extractant was injected.

e estimated from the slope ratio of linear regression equations
or MAD-HS-SPME and MA-HS-SPME, respectively. From the
alculation, about 65% of 1-naphthylamine adsorbed in silica gel
as desorbed into aqueous phase during the MAD process.

.7. Comparison of the proposed method with the
onventional extraction method

With the conventional solvent extraction method, 1.0 ml of
so-propanol (IPA, containing 0.05% acetic acid) was added to
he vial to extract 1-naphthylamine from 150 mg of silica gel
urrogate sample (containing 100 ng of 1-naphthylamine). After
eing shaken for 1 h, 2 �l of the solution was injected into GC
ystem to analyze [3]. Results listed in Table 1 indicate that
bout 4.66 and 0.14% of 1-naphthylamine in silica gel were
nally quantified by GC analysis with the proposed method
nd the conventional solvent extraction method, respectively.
t reveals that the quantity of 1-naphthylamine obtained by the
roposed method is 33.3 times that obtained by the conventional
olvent extraction method. Because only 0.2% of extractant (2 �l
f 1 ml) being injected with the conventional solvent extrac-
ion method, it reveals that only about 70% of 1-naphthylamine
n silica gel was extracted into iso-propanol during extraction.
t depicts that the proposed method potentially has a higher
etectable quantity in instrument for at least one-order than the
onventional solvent extraction method. Besides, the pretreat-
ent of the sample takes only 8 min (including MAD/HS-SPME

nd thermal desorption in the injector), compared to over 1 h
equired by conventional solvent extraction.

. Conclusion

This investigation presents that the pretreatment of 1-
aphthylamine collected in silica gel can be achieved by the pro-
osed MAD/HS-SPME prior to GC/FID analysis. The optimal
onditions have been established. Results of this study demon-
trate the applicability of the proposed method provides a simple,
ast, sensitive and convenient procedure that does not involve
rganic solvent for extracting 1-naphthylamine from silica gel.
t has potential to be an alternative to the conventional sample
retreatment protocol for samples collected in adsorbents.
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bstract

A simple, sensitive and specific fluorimetric method has been developed for the determination of thioridazine hydrochloride in human plasma
nvolving solid phase extraction (SPE). In a flow-injection system, thioridazine hydrochloride is on-line oxidized into a strongly fluorescent com-
ound with a lead dioxide solid-phase reactor and the fluorescence intensity is measured with a fluorescence detector (λex = 349 nm, λem = 429 nm).
comparison of plasma sample pretreatment between SPE procedure and precipitation method was made and the results showed that SPE procedure
as better than precipitation method. Under the optimum conditions, the fluorescence intensity is proportional to the concentration of thioridazine

ydrochloride in the range from 0.015 to 2.000 �g mL−1. The detection limit is 5.5 ng mL−1 of thioridazine hydrochloride and the relative standard
eviation is 1.06%. This method has been applied to determination of thioridazine hydrochloride in real patients plasma samples with the results
ompared with those obtained by HPLC method.

2006 Elsevier B.V. All rights reserved.

idazin

a
i
[
f
c
o
o
d
a
c
t
i

a
d

eywords: Flow-injection analysis; Fluorimetry; Solid phase extraction; Thior

. Introduction

Thioridazine hydrochloride, the hydrochloride of 10-[2-(l-
ethyl-2-piper-idyl)ethyl]-2-methylthiophenothiazine, is a phe-

othiazine neuroleptic drug used for the treatment of schizophre-
ia and other psychiatric disorders [1]. It is also used for the
hort-term treatment of adults with major depression who have
arying degrees of associated anxiety [2] and in other aspects
3]. Pharmacology research showed that thioridazine increases
he rate of Ca2+ accumulation into synaptic plasma membrane
esicies [4]. Due to the clinical importance of thioridazine
ydrochloride, it is significant to establish a simple and sensitive
ethod for its determination in human plasma.
Several analytical methods have been described for determi-

ation of thioridazine hydrochloride. Among the methods, UV

pectrophotometry and conventional high performance liquid
hromatography (HPLC) [5–11] are most often used. UV spec-
rophotometry is also regulated by China Pharmacopoeia [12]

∗ Corresponding author. Tel.: +86 29 85303939; fax: +86 29 85310230.
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e hydrochloride; Human plasma

s the official method for assay of thioridazine hydrochloride
n tablets. Electrochemistry [13,14], Capillary electrophoresis
15] and chemiluminescent method [16–18] have been reported
or the determination of thioridazine hydrochloride. Super-
ritical fluid chromatography [19] and HPLC combined with
ther techniques [20–23] were also reported for determination
f thioridazine hydrochloride and its main metabolites or
erivatives. Some of these methods lack adequate sensitivity,
nd some are expensive and time consuming. Although
hemiluminescent method is characterized by its high sensi-
ivity and simple instrumentation, this method suffers serious
nterferences.

Fluorimetry is a simple and highly sensitive method widely
pplied to the assay of drugs [24–28], protein [29] and
rug–protein interaction [30,31]. Recently, a spectrofluorimet-
ic method was reported for simultaneous determination of
hioridazine hydrochloride and its derivatives [32]. The method
as based on oxidizing the studied drugs with cerium (IV) in

resence of sulfuric acid and monitoring the fluorescence of
he formed cerium (III) at λex = 254 nm and λem = 355 nm. The
inearity range was from 0.05 to 1.30 and the limit of detection
as 0.035 �g mL−1. Because this method is non-directly
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phosphoric acid solution containing 20.0% ethanol) and col-
Z.-Q. Zhang et al. / Ta

etermination of thioridazine hydrochloride through measuring
he fluorescence intensity of cerium (III) produced from
eduction of cerium (IV), the reductive substances in samples
ould present certain interference.
Solid phase extraction (SPE) [33–35] and precipitation

36,37] are two ordinary isolation procedures for pretreatment
f plasma sample. The aim of this work was to develop a sim-
le, rapid, sensitive and selective fluorimetric method combined
ith pretreatment techniques for determination of thioridazine
ydrochloride in human plasma.

. Experimental

.1. Instrumentation

An eight-channel Model IFIS-C intellectual flow injector
Xi’an Ruike Electronic, China) was employed in this system.
he fluorescence spectra of thioridazine hydrochloride and

ts oxidized product were measured with a Model 970CRT
uorescence spectrophotometer (Shanghai Analytical Appa-
atus Factory, China). Fluorescence intensity was measured in
ow-injection system with Waters 2475 Multi � fluorescence
etector (Waters Corporation, USA) equipped with a 150-W
ontinuous xenon lamp and a flow cell of 8 �L. The experimen-
al temperature was controlled with a Model 88-2 thermostatic
ath (Gongyi Yuhua Experimental Apparatus Factory,
hina).

The thioridazine hydrochloride reference values in real
atient plasma samples were obtained with a Waters (Waters
orporation, USA) liquid chromatography apparatus consist-

ng of a model 1525 pump and a model 2996-photodiode array
etector operating at 262 nm. A reversed-phase Hypersil VP-
DS C18 column (5 �m, 150 mm × 4.6 mm i.d.,) was used and
0-�L sample solution was injected into the chromatographic
ystem.

.2. Reagents and solutions

All the chemicals used were of analytical-reagent grade or
etter. Water purified with Milli-Q deionization system (Milli-
ore, USA) was used throughout.

The thioridazine hydrochloride standard was purchased from
he Chinese National Institute for the Control of Pharmaceuti-
al and Biological Product, and prepared as a 0.100 mg mL−1

tock solution by dissolution of 10.0 mg in 20.0 mL absolute
thanol and dilution to 100 mL volumetric flask with Milli-Q
ater. Working standard solution was obtained daily by appro-
riate dilution stock solution with ethanol solution of 20.0%
v/v).

1.0 mol L−1 phosphoric acid and 20.0% (v/v) ethanol solu-
ions were prepared as usual.
Chromatographic mobile phase was prepared as reference
38,39]. Acetonitrile, methanol, methylene chloride, hexane and
etrahydrofuran (THF) were HPLC grade purchased from Dikma
o. (DIMA Technology Inc., USA). Diethylamine, analytical
rade, were purchased from Xi’an reagent factory.

l
e
m
s
p

71 (2007) 2056–2061 2057

.3. Solid-phase reactor preparation

The solid-phase reactors containing different oxidant were
repared using the way as reference [26]. Cellulose acetate
0.25 g) was dissolved in 0.5 mL formamide and 3.0 mL ace-
one. With stirring, 5.0 g of oxidant powder was then added
lowly to the solution. Ten minutes later, rigid polyester solid
as obtained. After air-drying, the polyester was cut into
50–300 �m particles and the solid-phase reactors were con-
tructed by filling polyester particles in different length (2.0 mm
.d.) of glass tubes.

.4. Sample and preparation

Real plasma samples were taken from anonymous epileptic
atients under therapy with thioridazine hydrochloride at the
i’an Mental Health Center. Four hours after the first daily drug

dministration, patient blood samples were collected and then
reated into plasma. Drug-free plasma samples were also taken
rom the Xi’an Mental Health Center.

.4.1. Precipitation method
As reference [36,37], transfer 1.0 mL of drug-free human

lasma into a disposable polypropylene micro centrifuge tube,
dd different amount of 2 �g mL−1 thioridazine hydrochloride
olution and 20.0% ethanol solution in order to obtain a plasma
olution of 2 mL and final thioridazine hydrochloride concen-
ration of 0.1, 0.5, and 1.0 �g mL−1, respectively. Shake well
or 3 min and add 3 mL of acetonitrile to precipitate deproteina-
ion. Shake the mixture on a vortex for 30 s, and centrifuge for
min at 3000 rpm in a micro centrifuge. Transfer the protein

ree supernatant into a 10 mL standard flask and then prepare
s an ethanol solution of 20.0%. Carry out a blank experiment
dopting the above procedure.

.4.2. Solid phase extraction (SPE) procedure
SPE procedure of thioridazine hydrochloride from human

lasma was performed with Sep-Pak C18 cartridges (Waters
orporation, Milford, MA, USA) preconditioned with methanol

1 mL) and washed with Milli-Q water (1 mL). For the com-
arison of plasma sample pretreatment methods, make 1 mL
f drug-free plasma, as precipitation method, up to 2 mL
olution that contains thioridazine hydrochloride concentration
f 0.1, 0.5, and 1.0 �g mL−1, respectively. Then the sample
olution was applied to the cartridge and forced out slowly
y air pressure with a 2 mL pipet until the cartridge appeared
ry and no more water droplets came out. The cartridge was
equentially washed with 2 mL of 5% (v/v) methanol solution,
nd analyte was eluted twice with 2 mL of eluent (1.0 mol L−1
ected into a standard flask, finally diluted to 10 mL with 20.0%
thanol solution. For the real patient plasma samples analysis,
ix 500 �L of patient plasma and 500 �L of 20.0% ethanol

olution into sample solution, and then apply the above SPE
rocedure.



2 lanta 71 (2007) 2056–2061

2

n
f
p
i
a
p
b
t
e
4
s

3

3

b
i
(
5
r
fl
s
l
w
r

3

i
s

Fig. 1. Fluorescence spectra of thioridazine hydrochloride and its oxidization
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.5. Flow-injection procedure

As reference [26,31], a flow-injection system with two chan-
els was employed. After sampling for 30 s, the valve switched
rom sampling position into the injection position and the sam-
le solution (300 �L) was injected into carrier. Sample solution
njected mixed with other acidic reaction medium flow (each at
flow rate of 0.6 mL min−1) and then passed through the solid-
hase reactor, in which thioridazine hydrochloride was oxidized
y immobilized oxidant. The fluorescent intensity of the oxidiza-
ion product was measured in a flow-through cell (8 �L) at an
xcitation wavelength of 349 nm and an emission wavelength of
29 nm. Sixty seconds later, the valve was switched back to the
ampling position for next determination.

. Results and discussion

.1. Fluorescence spectra

Thioridazine hydrochloride has various oxidation products
y side chain oxidation resulting in the formation of thior-
dazine 2-sulfoxide (THD 2-SO) and thioridazine 2-sulfone
THD 2-SO2) and by ring sulfoxidation leading to thioridazine
-sulfoxide (THD 5-SO) [1]. However, thioridazine hydrochlo-
ide showing weak native fluorescence can become a strong
uorescence compound when it is oxidized suitably [32]. As
hown in Fig. 1, the product resulted from the oxidization by
ead dioxide in an acid medium has the maximum excitation
avelength of 349 nm and emission wavelength of 429 nm,

espectively.

.2. Optimization of oxidization conditions
In flow-injection system, the oxidization conditions for thior-
dazine hydrochloride were optimized to achieve maximum sen-
itivity.

t
d
i
a

ig. 2. Influence of reaction medium and acidity on fluorescence intensity: (A) with
ioxide reactor. (�) H3PO4, (♦) H2SO4, (�) HAc, (�) HCl, and (×) HNO3.
cid. Aex and Aem, excitation and emission spectra of thioridazine hydrochlo-
ide; Bex and Bem, excitation and emission spectra of its oxidation product.

Studies have indicated that different acidic media have
critical effect on the on-line oxidization of thioridazine

ydrochloride. Reaction medium was optimized for lead
ioxide, sodium bismuthate and manganese dioxide solid-phase
eactor, respectively. As shown in Fig. 2, when oxidization reac-
ion runs in the medium of phosphoric acid and sulfuric acid,
uorescence intensity of the oxidization product were much
igher than in the medium of hydrochloric acid, acetic acid and
itric acid. The highest fluorescence intensity was obtained in
.1 mol L−1 of phosphoric acid medium for lead dioxide reactor
Fig. 2(A)), in 0.1 mol L−1 of sulfuric acid medium for sodium
ismuthate reactor (Fig. 2(B)) and in 0.25 mol L−1 of sulfuric
cid medium for manganese dioxide reactor (Fig. 2(C)), and the
ignals produced by lead dioxide reactor were much higher than
hat produced by sodium bismuthate reactor and manganese

ioxide reactor as well. So, a lead dioxide reactor was adopted
n subsequent work and a 0.1 mol L−1 solution of phosphoric
cid selected as acidic reaction medium.

lead dioxide reactor; (B) with sodium bismuthate reactor; (C) with manganese
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ig. 3. Effect of solvent on fluorescence intensity. (�) Acetone and (�) ethanol.

The effect of reaction temperature was studied in the range
f 10–80 ◦C. The fluorescence intensity increased with tempera-
ure up to 50 ◦C and decreased gradually with further increasing
emperature. When the temperature approached to 80 ◦C, flu-
rescence intensity suddenly decreased near to zero. Thus, the
olid-phase reactor was placed in a water bath to control reaction
emperature at 50 ◦C.

It has been reported [40] that the organic solvents such as
cetone and ethanol could sensitize the fluorescence intensity
f some compounds because of solvent effect. An investigation
as made into the effect of acetone and ethanol by taking a

ertain concentration of solvent as carrier. As shown in Fig. 3,
thanol solution was better than acetone. The fluorescence sig-
als increased slowly with the increasing of the ethanol concen-
ration up to 20%. Finally, 20% ethanol solution used as carrier
nd sample solution that could enhance the sensitivity to about
0%.

.3. Optimization of flow system parameters

The flow system variables studied were length of solid-phase
eactor, sample volume to be injected and flow rate.

The influence of reactor length was studied in 1–20 cm range
ith an inner diameter of 2.0 mm. The results showed that the

ignal was gradually increased with increasing reactor length
nd highest fluorescence intensity was obtained with a reactor

ength of 15 cm, then the signal decreased with further increasing
ength of reactor because thioridazine hydrochloride was over
xidized. Consequently, a 15 cm length of lead dioxide solid-
hase reactor was chosen.

w
r

F

able 1
omparison of sample pretreatment between SPE procedure and precipitation metho

n human plasma samples

dded (�g mL−1) Found amounta with precipitation method

Sample A Sample B Sample C

.10 0.11 ± 0.02 0.12 ± 0.01 0.11 ± 0

.50 0.55 ± 0.02 0.57 ± 0.03 0.54 ± 0

.00 1.13 ± 0.03 1.15 ± 0.04 1.11 ± 0

a Mean ± S.D., n = 3.
71 (2007) 2056–2061 2059

The effect of sample volume to be injected was studied in
00–400 �L range. The results showed that fluorescence inten-
ity increased with increasing sample up to different volumes
ccording to the reactor length. As to a 15 cm length of reactor,
00 �L sample volume was optimum, over which fluorescence
ntensity was not significantly increased but analytical time was
engthened. Thus, a 300 �L of sample volume was selected.

The flow rate was checked over the range of
.2–1.0 mL min−1. Experiment results showed that the
uorescence intensity increased slightly with increasing flow
ate up to 0.6 mL min−1, which may be because thioridazine
ydrochloride was oxidized quickly into fluorescence com-
ound and the fluorescence compound could be further oxidized
nto less fluorescence product at lower flow rate. However,
igher flow rate not only led to higher pressure of the oxidant
olumn but also caused irreproducibility. As a compromise, a
ow rate of 0.6 mL min−1 was chosen.

.4. Comparison of sample pretreatment

In order to apply the proposed flow-injection fluorimetry to
etermination of thioridazine hydrochloride in human plasma,
comparison of sample pretreatment between SPE procedure

nd precipitation method was made, and the results were listed
n Table 1. It can be clearly found that the recoveries obtained
y the precipitation method were very high, whereas recoveries
btained by SPE procedure were acceptable. Statistical analy-
is showed that there was a serious systematic error present in
he precipitation method because it could not make the albumen
otally precipitate and the remaining albumen seriously inter-
ered with the fluorescence determination. The comparison of
xperiment results showed that the SPE procedure was better
han the precipitation method for preparing a human plasma
ample in order to determine thioridazine hydrochloride with
ow-injection fluorimetry proposed.

.5. Working curve

In order to apply the proposed method to determination
lasma samples, a working curve was obtained. The plot of flu-
rescence intensity to thioridazine hydrochloride concentration

as rectilinear over the range of 0.015–2.0 �g mL−1. Linear

egression analysis of the data gave the following equation

= (152.3 ± 3.1)C + (4.5 ± 0.2)

d for flow-injection fluorimetry to determination of thioridazine hydrochloride

Found amounta with SPE procedure

Sample A Sample B Sample C

.01 0.10 ± 0.02 0.11 ± 0.01 0.09 ± 0.01

.02 0.47 ± 0.03 0.48 ± 0.03 0.51 ± 0.02

.02 0.96 ± 0.02 0.97 ± 0.02 0.95 ± 0.03
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Table 2
Results of determination of thioridazine hydrochloride in real patient plasma
samples

Sample Found amounta (�g mL−1)

Proposed method Reference (HPLC)

Patient 1 1.12 ± 0.01 1.09 ± 0.02
Patient 2 1.58 ± 0.03 1.61 ± 0.02
Patient 3 0.99 ± 0.01 0.97 ± 0.01
Patient 4 0.91 ± 0.01 0.89 ± 0.01
Patient 5 1.12 ± 0.02 1.15 ± 0.02
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a Mean ± S.D., n = 3.

ith a regression coefficient of 0.9991. Where F is the rela-
ive fluorescence intensity and C is the thioridazine hydrochlo-
ide concentration in �g mL−1. The detection limit was
.5 ng mL−1 of thioridazine hydrochloride (S/N = 3). The rel-
tive standard deviation (R.S.D.) was estimated as 1.06%
or 11 replicate determinations of 0.1 �g mL−1 thioridazine
ydrochloride.

.6. Interference studies

Common tablet excipients, such as talc powder, starch, dex-
rine, magnesium stearate and gelatin, were investigated and did
ot interfere with the determination of 0.1 �g mL−1 thioridazine
ydrochloride assay. The coexistent times for other common
ubstances investigated was glucose (3000), ascorbic acid (500),
ric acid (400), urea (400), Ca2+ (400), Zn2+ (200), Fe3+ (100),
O4

2− (1000), HCO3
− (500) and C2O4

2− (100).

.7. Application to real patient plasma samples

Combined with SPE pretreatment procedure, the proposed
ethod has been applied to determination of thioridazine

ydrochloride in real patient plasma samples and the results are
howed in Table 2. It can be found that the results obtained by
roposed method are comparable with those obtained by HPLC
ethod.

. Conclusion

In this work, an overall condition optimization was car-
ied out with three oxidants, lead dioxide, sodium bismuthate
nd manganese dioxide, filled as solid-phase reactor, for on-
ine oxidization and fluorimetric determination of thioridazine
ydrochloride. As to the pretreatment of the plasma sample, a
PE procedure was recommended.

The results presented in this paper clearly show that a
ead dioxide solid-phase reactor flow-injection on-line oxi-
ization fluorimetric method for determination of thioridazine
ydrochloride possesses several advantages over reported

ethod such as simpler and inexpensive instrument, low

etection limit, high rate of analysis, and good selectiv-
ty and accuracy. Combined with proposed SPE procedure,
t can be adopted to pharmacokinetic studies and routine

[

[

[
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linical estimation of thioridazine hydrochloride in human
lasma.
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